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Homework 5: Al Song Contest

* Please listen to the ten finalists of Al Song Contest 2024

- Read the about pages by clicking the cover arts

- Answer the following questions (in 5-10 sentences each)
- Which is your favorite song?

* Following Q1, what did they do well?
- Following Q1, what can be improved?
- Based on the ten finalists, what tasks are easy for current Al in music production?

- Based on the ten finalists, what tasks are difficult for current Al in music production?


https://www.aisongcontest.com/the-2024-finalists

Homework 5: Al Song Contest

Instructions will be released on the course website

Please submit your work to Gradescope
Due at 11:59pm ET on March 14

Late submissions: 1 point deducted per day

No late submission is allowed a week after the due date


https://hermandong.com/teaching/pat498_598_winter2025/
https://www.gradescope.com/courses/937416

Project

* Open-ended group project (group size: 2-3)
- Building a new Al music tool or Exploring creative & artistic use of Al tools

- Milestones
- Pitch: Mar 19
- Presentation: Apr 21
- Final report: Apr 28

* Due at 11:59pm ET on the date specified

* No late submissions! Submit your work early and update it later.



Project Pitch

* Brief 10-min presentation
- Team member introduction
- Topic: What do you want to work on?
- Topic: Who is the target audience/user/customer/reader?
- Methodology: How are you going to approach it?

- Methodology: What are the tools (programming languages, platforms, plugins,
hardware, etc.) that you'll be using?

- Expected results: What are the expected deliverables (e.g., an instrument, a plugin, a
web/mobile app, a standalone software, an installation, a performance, a composition)?

- Planning: What are the milestones? What do you expect to achieve by the end of
February and March?



Project Pitch

« Send me an email with the following info by 11:59 PM ET on March 19
- Names and U-M IDs of all team members

- Topic: What do you want to work on?
- Topic: Who is the target audience/user/customer/reader?
- Methodology: How are you going to approach it?

- Methodology: What are the tools (programming languages, platforms, plugins,
hardware, etc.) that you'll be using?

- Expected results: What are the expected deliverables (e.g., an instrument, a plugin, a
web/mobile app, a standalone software, an installation, a performance, a composition)?

- Planning: What are the milestones? What do you expect to achieve by the end of
February and March?



Al Song Contest



Al Song Contest

« Annual international competition showcasing the creative potential of
human-Al co-creativity in the songwriting process

aiso ngcontest.com

'l"@



https://www.aisongcontest.com/

Yaboi Hanoi - Entering Demons & Gods (2022)

soundcloud.com/yaboi
hanoi/enter-demons-
and-gods

, 'f?ﬁl Nal
> -

- ; _7'" (A type of Phi)

Chs.

youtu.be/PbrRoR3nEVw



https://soundcloud.com/yaboihanoi/enter-demons-and-gods
https://soundcloud.com/yaboihanoi/enter-demons-and-gods
https://soundcloud.com/yaboihanoi/enter-demons-and-gods
https://youtu.be/PbrRoR3nEVw

Reading: The Making of Entering Demons & Gods (2022)

“It was like a saxophonist trained in classical Thai
motifs, who played a special ‘Thai Edition’
saxophone with Phi Nai tunings, had joined the
musical conversation. The same was true with the
trumpet model and the aas ‘Khlui’ - a flute from Thai,
Laos and Cambodian repertoire. | could assemble a
transcultural ensemble to expand the sonic palette
of Thai motifs, whilst adhering to underlying tunings
and idiomatic inflections like never before.”

lamtharnhantrakul.gith

ub.io/enter-demons-
and-gods/
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https://lamtharnhantrakul.github.io/enter-demons-and-gods/
https://lamtharnhantrakul.github.io/enter-demons-and-gods/
https://lamtharnhantrakul.github.io/enter-demons-and-gods/

Synthetic Beat Brigade - How would you touch me? (2023

Synthetic Beat Brigade

How would you

touch me?

youtu.be/0O4cJ3acEGDw &
drive.google.com/file/d/1QTQ7P3iZ1610anlwNQ3ewf8g3JjDjesl/view
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https://youtu.be/O4cJ3acEGDw
https://drive.google.com/file/d/1QTQ7P3iZI6I0anIwNQ3ewf8g3JjDjesl/view

Synthetic Beat Brigade - How would you touch me? (2023

 ldeation: Spotify API, ChatGPT, Facebook Llama, Google Bison
 Lyrics: ChatGPT 2, Genius API

- Composition: Al Drummachine, Mofi, Tonetrasnfer, This patch does not exist, Albeatz,
BaiscPitch, Magenta, AIVA, MuseNet

» Vocals: Soundly Voice Designer, Vocal Remove, Voice characteristics
- Mastering: Landr
- Cover art, bandart: Midjourney

* Clip: ComfyUl for Stable Diffusion + ControlNet

12



Reading: The Making of How would you touch me? (2023)

“This project is a collaboration between Artificial
Intelligence (Al) enthusiasts in four fields: artist
management, music and post-production, tech,
and creative. In contrast, the majority of the music
industry sees Al as a threat. Our team understands
that these technological advances will have a
significant impact on how we produce music. Because
of this, we have decided to use Al for every step of
the production process. From ideation to creating
the lyrics to producing the music.”

drive.google.com/file/d/

1QTQ7P3iZ1610anIwNQ
3ewf8g3JjDjesl/view
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https://drive.google.com/file/d/1QTQ7P3iZI6I0anIwNQ3ewf8g3JjDjesl/view
https://drive.google.com/file/d/1QTQ7P3iZI6I0anIwNQ3ewf8g3JjDjesl/view
https://drive.google.com/file/d/1QTQ7P3iZI6I0anIwNQ3ewf8g3JjDjesl/view

How can Al Augment Human Creativity?

Teams

10 1

Lyrics
Melody
Harmony
Bassline
Percussion
Structure

Arrangement

Vocal Synthesis

Instr. synthesis

12 8 4 7 11 3 13

6 9

Al is helpful

Al can be helpful

‘

Al is not so helpful

|9

Legend

Human
content

Some human/
some Al

%

Al generated, human
curated content

Al generated

together (jointly)

(Source: Huang et al., 2020)

Part did
not exist

Al conditioned
eneration
pipeline)

Cheng-Zhi Anna Huang, Hendrik Vincent Koops, Ed Newton-Rex, Monica Dinculescu, and Carrie J. Cai, “Al Song Contest: Human-Al Co-Creation in Songwriting,” ISMIR, 2020.
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https://arxiv.org/pdf/2010.05388

(Recap) Fundamental Frequency (FO) Estimation

1.2

1.8

2.4
Time

3

3.6

4.2

4.8

FO Estimation

—— pYIN prediction
_’_\'\%‘_
T T T T ! T T !
0 0.6 12 1.8 2.4 3 3.6 4.2 4.8
Time

15



(Recap) Auto-tune Pro

AUTO-TUNE

Tracking input Type

Auto Key

oom States

(Source: Antares Audio Technologies)

antarestech.com/documentation/auto-tune-pro/chapter-2

Formant

Transpose

)

Detune
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https://www.antarestech.com/documentation/auto-tune-pro/chapter-2

(Recap) Pitch Correction in Logic Pro

Vv Track: Synth Lead

ode Flex Pitch

o % Icon:

Flex Time - Aut i
€ - litomatic Channel: Audio 2

Flex Time - M honi
ol i Freeze Mode: Source Only

Flex Time - Slicing O-Raterance: B
-Reference:
Flex Mode: Flex Pitch
Formant Track: 0.00
Formant Shift: Off

Formants: Process always

Flex Time - Rhythmic

Flex Time - Polyphonic

Flex Time - Speed (FX)

Flex Time - Tempophone (FX)

(Source: Logic Pro User Guide)

support.apple.com/guide/logicpro/edit-pitch-and-timing-with-flex-pitch-lgcpc53e6bef/mac
support.apple.com/guide/logicpro/flex-pitch-algorithm-and-parameters-lgcpba8e3301/mac

(Source: Logic Pro User Guide)

Backing
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https://support.apple.com/guide/logicpro/edit-pitch-and-timing-with-flex-pitch-lgcpc53e6bef/mac
https://support.apple.com/guide/logicpro/flex-pitch-algorithm-and-parameters-lgcpba8e3301/mac

(Recap) Polyphonic FO Estimation

+0dB

—— Basic pitch prediction
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https://basicpitch.spotify.com/

(Recap) FO Estimation vs Music Transcription
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Emmanouil Benetos, Simon Dixon, Zhiyao Duan, and Sebastian Ewert, “Automatic Music Transcription: An Overview,” I[EEE Signal Processing Magazine, 36(1):20-30, 2019.
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https://ieeexplore.ieee.org/document/8588423

(Recap) Multitrack Transcription Models

e MT3 (Gardner et al., 2022)
- github.com/magenta/mt3
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(Source: Gardner et al., 2022)

Josh Gardner, lan Simon, Ethan Manilow, Curtis Hawthorne, and Jesse Engel, “MT3: Multi-Task Multitrack Music Transcription,” /CLR, 2022.
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https://github.com/magenta/mt3
https://arxiv.org/pdf/2111.03017

(Recap) Beat & Downbeat Estimation

10

0.5 1

0.0 1

Easy Example: audio waveform

Time

(Source: Davies et al., 2021)

Matthew E. P. Davies, Sebastian Bock, and Magdalena Fuentes, “Tempo, Beat and Downbeat Estimation,” Tutorials of ISMIR, 2021.
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https://tempobeatdownbeat.github.io/tutorial/intro.html

\ (Recap) Beat & Downbeat Estimation

Easy example: audio waveform with beats and downbeats
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(Source: Davies et al., 2021)

Matthew E. P. Davies, Sebastian Bock, and Magdalena Fuentes, “Tempo, Beat and Downbeat Estimation,” Tutorials of ISMIR, 2021.



https://tempobeatdownbeat.github.io/tutorial/intro.html

Beat & Downbeat Estimation

Audio
(@]
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(Source: Meier et al., 2024)

Peter Meier, Ching-Yu Chiu, and Meinard Muller, “A Real-Time Beat Tracking System with Zero Latency and Enhanced Controllability,” TISMIR, 7(1):213-227, 2024.
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(Recap) Beat Tracking in Pro Tools & Logic Pro

Beat Mapping in Logic Pro

Beat Detective in Pro Tools

p
Beats from Region

Analyze Transients R‘

Protect MIDI
Protect Flex Markers

Beat Dle(eckive . i - . ) ) |
Solection ’ : i Tempo edits affect following Beat Markers
Start Bar | Beat: D .0 | e | ~ ~
End Bar | Beat: [ of 1] y
(") Region Separation Time Signature: [ 4] () Bars () Beats (@ Sub-Beats
() Region Conform [116Note  7I ()3 || Show Trigger Time
O e sootin

Use 'Bar | Beat Marker G ion' to trigger points to the tempo ruler.

W Scroil Prov || Scroll Noxt " Genorate" |

(Source: Logic Pro User Guide)

(Source: Logic Pro User Guide)

macprovideo.com/article/logic-pro/beat-detection-in-pro-tools-vs-logic-pro-part-1---creating-tempo-maps
support.apple.com/en-in/guide/logicpro/Igcp6338b8d1/mac



https://www.macprovideo.com/article/logic-pro/beat-detection-in-pro-tools-vs-logic-pro-part-1---creating-tempo-maps
https://support.apple.com/en-in/guide/logicpro/lgcp6338b8d1/mac

(Recap) Tempo Estimation & Beat Tracking in Moises

Tempo estimation

3 Tracks

Speed Changer

Allegretto

M s Guitar

M s Other

e N 0000 Beat tracking

Metronome

() Lyrics M chords 23 Sectiol

(Source: Moises)

help.moises.ai/hc/en-us/articles/6582847813148-How-do-I-change-the-song-s-tempo



https://help.moises.ai/hc/en-us/articles/6582847813148-How-do-I-change-the-song-s-tempo

(Recap) Key Detection in Moises

My song 6 Tracks

X 123

Song Key
441

v

—

Export

Lead Guitar

Rhythm Guitar

Smart
Metronome

(Source: Moises)

help.moises.ai/hc/en-us/articles/6582517238044-How-do-l-use-the-Key-Detection-with-the-Pitch-Changer

[B Lyrics

M chords

23 Sectig
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https://help.moises.ai/hc/en-us/articles/6582517238044-How-do-I-use-the-Key-Detection-with-the-Pitch-Changer

(Recap) Structure Analysis

Music segmentation

Hierarchical music segmentation

G minor G major G minor
A1 A2 B1 B2 C A3 B3 B4
alalala|b|c|b|[c|d|d|e|elelelala|b |c |b| c

Figure 4.5 following [Miiller, FMP, Springer 2015]

(Source: Muller & Zalkow, 2019)

Allegro, A1
('g,lfg =
 n— i e 2 U G : & .0 is) s A2
LR LS (=5 | R T 5 | R A4 4 17 | C R D= R Tl R === = 5= g} Erree -’ ==
! B ' B1 || B2
A 2 e T
Lbll F EE 7;. = g@?.. (= £ —Vr ;; b, \r £ Fﬁ 515 ﬂ-ﬂrrv r |v;._ s 48 e PrlerPs it
L [ mare. : : : : ﬂpxl(‘ﬂ i = : : i -
3
B \13.3::& C = = _ — Z"‘"!"“g' : :/Z - poce ritard. C
Zzﬂ:-'F'f"-!\"rlr'F'5'!-.\J_‘_:_ Eseec=s——==cc==—=—=
Oy sf [=————— _ZEﬁ = —_— ;:__{.-, '- = J—' — — D luge. p= —
A3
B3 || B4
D

Figure 4.28 from [Miiller, FMP, Springer 2015]

(Source: Muller & Zalkow, 2019)

Meinard Muller and Frank Zalkow, “EMP Notebooks: Educational Material for Teaching and Learning Fundamentals of Music Processing,” ISMIR, 2019
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https://www.audiolabs-erlangen.de/FMP

(Recap) Self-Similarity Matrices (SSMs)
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(Source: Muller & Zalkow, 2019)

Meinard Muller and Frank Zalkow, “EMP Notebooks: Educational Material for Teaching and Learning Fundamentals of Music Processing,” ISMIR, 2019.



https://www.audiolabs-erlangen.de/FMP

(Recap) Self-Similarity Matrices (SSMs)

Chroma feature (Fs=2.15) -
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Meinard Muller and Frank Zalkow, “EMP Notebooks: Educational Material for Teaching and Learning Fundamentals of Music Processing,” ISMIR, 2019.
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https://www.audiolabs-erlangen.de/FMP

(Recap) Self-Similarity Matrices (SSMs)

Chroma feature (Fs=2.15) -
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Feature rate: 2 Hz
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Meinard Muller and Frank Zalkow, “EMP Notebooks: Educational Material for Teaching and Learning Fundamentals of Music Processing,” ISMIR, 2019.

10

05

0.0
10

0.8

0.6

- 0.4

- 0.2

- 0.0

30


https://www.audiolabs-erlangen.de/FMP

(Recap) Self-Similarity Matrices (SSMs)

Chroma feature (Fs=2.15)
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https://www.audiolabs-erlangen.de/FMP

(Recap) Self-Similarity Matrices (SSMs)
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801
60
40+
20}

0

Figure 4.24 from [Muller, FMP, Springer 2015]
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Meinard Muller and Frank Zalkow, “EMP Notebooks: Educational Material for Teaching and Learning Fundamentals of Music Processing,” ISMIR, 2019.

Meinard Muller and Ching-Yu Chiu, “A Basic Tutorial on Novelty and Activation Functions for Music Signal Processing,” TISMIR, 7(1):179-194, 2024.



https://www.audiolabs-erlangen.de/FMP
mailto:https://transactions.ismir.net/articles/202/files/66ec2062992e8.pdf

- (Recap) Optical Music Recognition (OMR)

- Goal: Convert scanned sheet music into digital musical notation

breezewhite.github.io/oemer/

— |

Optical Music
Recognition

]_.
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https://breezewhite.github.io/oemer/

(Recap) Common Pipeline of OMR Systems

-

: Layout E Full page
i | Analysis ; transcription

(Source: Calvo-Zaragoza et al., 2018)

Jorge Calvo-Zaragoza, Juan C. Martinez-Sevilla, Carlos Penarrubia, and Antonio Rios-Vila, “Optical Music Recognition: Recent Advances, Current Challenges, and Future Directions,” 34
ICDAR, 2023.


https://link.springer.com/chapter/10.1007/978-3-031-41498-5_7

(Recap) Musical Object Recognition
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Alexander Pacha, Jan Haji¢, and Jorge Calvo-Zaragoza, “A Baseline for General Music Object Detection with Deep Learning,” Applied Science, 8(9):1488, 2018. 35



https://www.mdpi.com/2076-3417/8/9/1488

(Recap) Open-source OMR Software: Oemer

github.com/BreezeWhite/oemer

breezewhite.github.io/oemer/

iﬁﬁ‘ i
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https://github.com/BreezeWhite/oemer
https://breezewhite.github.io/oemer/

Symbolic Music Generation
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Four Paradigms of Music Generation

Symbolic music generation Audio-domain music generation

Text-based Image-based Time series-based Image-based
Program_change_ 80, A >
Note_on_60, Time_shift_2, Note_off 60, SL_ =~ =] g
Note_on_60, Time_shift_2, Note_off_60, B e >
Note_on_76, Time_shift_2, Note_off 67, o —_— ) MWWM ol
Note_on_67, Time_shift_2, Note_off 67, Time &
MIDI Piano roll Waveform Spectrogram

Today, we also have many latent-space based systems!
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Topics of Symbolic Music Generation

Unconditional

@ 2> melody

(Symbolic music generation\

-0 - lead sheet{

Melody
& chords

\ " @ = sheet music

J

Today'’s topic!

Conditional

Automatic arrangement
- Melody > lead sheet

- Melody - multitrack
- Lead sheet = multitrack
- Solo = multitrack

- Multitrack = simple version

Performance rendering
- Sheet music > performance

Improvisation systems

- Performance - performance

Multimodal

X-to-music generation
- Text = sheet music

-Video = sheet music

= X = sheet music
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Two Paradigms of Symbolic Music Generation

Text-based

[- Treat music like text )

« Sharing models with natural language
processing (NLP)

\ = RNNs, LSTMs, Transformers, etc. )

Today'’s topic!

Program_change 0,

Note_on_60, Time_shift_2, Note_off 60,
Note on 60, Time_shift 2, Note_off 60,
Note_on_76, Time_shift_2, Note_ off 67,
Note_on_67, Time_shift_2, Note_ off 67, ...

??????

Image-based

« Treat music like images

« Sharing models with computer vision (CV)
= GANSs, VAEs, diffusion models, etc.

— . T ——
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Generating Music like Languages
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Large Language Models (LLMSs)

« The models behind ChatGPT!

. You

What's so cool about Al for music? Give me a brief answer

© chatgPT Word-by-word generation
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Language Models

* Predicting the next word given the past sequence of words

Transformer (machine learning model)

Article  Talk

(ErTransformer (gene)

Atticle  Talk

Read Edit View histo

27 Add languages

ndary or tertiary sources.

From Wikipedia, the free encyclopedia

Transformers (film series)
Not to be confused with Transforr
Article  Talk

Trans!

temative splicing of the &

Transformer

Aricie Talk

From Wikipedia, the Iree encyciopedia

This arficle is about the electrical device, For ather uses, see Transforr

iguation,

Atransformer is & po

compenent that transfers elecirical energy from one electrical

dircuit to another circuit, ar multiple circuits. A varying current in any ooil of the transformer
produces a varying magn

ic flux in the transformer's core, which induces a varying
cromotive force (EMF) across any other coils wound around the same core. Electrical
energy can be transfered betwsen separate coils without a metallic (conductive)
connection between the two circuits.

law of induction, discovered in 1831,
deseribes the induced voltage eflect in any coil due to a changing magnetc flux encircled
by the cail,

Transformers are used la change AC voltage levels, such ransformers being termed step-
up or step-down type to increase or decrease voliage level, respeciively. Transformers can
also be used to provide galv

 isalation between circuits as well as 1o couple stages of Abask wansformer consisting of
twio colls of capper wire wrapped

around a magnetis core

Lprocessing circults. Since the the first
1885, transformers have become essential for the

tant-poter
distribution, and utlization
of altemating current electric power. !l A wide range of transformer designs is encountered

nsformer in

elecironic and electric power applications. Transformers range in size from RF transformers less than a cubic cenfimeter in
i, 1o units weighing hundreds of tons used to intercannect the power grid

ners (2007), Revenge of the Fallen (2009), Dark of the Moon (2011), Age of
e served as a producer
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]

stallation is
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open the ride.

images of various Transformers characters as the Ac
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Language Models (Mathematically)

* A class of machine learning models that learn the next word probability

P( electrical | A transformeris a) I

P( character | A transformerisa)

P( X | X1, X2, ey Xj—1 ) P( gene |Atransformerisa)
. J

Next word Previous words

P( model |Atransformerisa)
P( food |Atransformerisa)

P( musical | A transformerisa)

- =) =) =)



Language Models - Generation

* How do we generate a new sentence using a trained language model?

A transformer is a

A transformer is a deep

A transformer is a deep learning

A transformer is a deep learning model

A transformer is a deep learning model introduced

A transformer is a deep learning model introduced in

Model

Model

Model

Model

Model

Model

deep
learning
model
introduced
in

2017
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Designing a Machine-readable Music Language

- How can we “represent” music in a way that machines understand?
- Musical representation is a key component of a music generation system

* Why not using sheet music “images” directly?
- Machines still have a hard time reading sheet music

- A challenging task known as “optical music recognition” (OMR)

- Examples:
- ABC notation
- MIDI

46



ABC Notation-based Representation
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(Recap) ABC Notation

* A simple text-based notation

 Use letters to denote pitches ii—w. I B
- Lower octave (A-G), higher octave (a-g) * A A A AA AAA

 Use prefix to denote accidentals
- Sharp (M), flat (1), natural (=)

4
et
7 _ A

J4v°

et

o

o

w

-

C,DEF|GABC DEFG|ABcd |efga|bcdelfgalb

abcnotation.com/examples
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https://abcnotation.com/examples

(Recap) What is this song in ABC notation?

CCGG|AAG2 | FFEE|DDC2: |
| : GGFF | EED2 | GGFF | EED2 |
CCGG|AAG2 | FFEE|DDC2: |

Twinkle, twinkle, little star!

49



(Recap) An Example of ABC Notation

[X:571
Metadata { T:Ah! vous dirai-je, maman
Ah! vous dirai-je, maman T:(Twinkle, twinkle, little star)
(Twinkle, twinkle, little star)
anen, (France) C .adnon.
, O:France
&= R:Nursery song
¢ M:C Meter
= L:1/4 Unit note length (temporal resolution)
S Q:120 Tempo
) z
e CCGG|(AAG2)| FFEE | DDC2: |
] =

| :GGFF | EED2 | GGFF | EED2 |
CCGG|AAG2 | FFEE |DDC2: |

abcnotation.com/tunePage?a=trillian.mit.edu/~jc/music/abc/mirror/musicaviva.com/france/ah-vous-c/ah-vous-c-1/0000 50



https://abcnotation.com/tunePage?a=trillian.mit.edu/~jc/music/abc/mirror/musicaviva.com/france/ah-vous-c/ah-vous-c-1/0000

Example System: Folk RNN (Sturm et al., 2015)

 Data

- Collections of folk tunes folkRNN

generate a folk tune with a recurrent neural network

- Representation
- ABC notation without metadata

- Model

* LSTM (long short-term memory)

thesession.org (w/ 3| |:)

1 62063

- Working on the character level 4l C Major

Enter start of tune in ABC notation

folkrnn.org

Bob L. Sturm, Joao Felipe Santos, and Iryna Korshunova, “Folk Music Style Modelling by Recurrent Neural Networks with Long Short Term Memory Units,” ISMIR Late-Breaking 51
Demos, 2015.



https://ismir2015.ismir.net/LBD/LBD13.pdf
https://folkrnn.org/

What is an RNN (Recurrent Neural Network)?

* A type of neural networks that have loops

« Widely used for modeling sequences (e.g., in natural language processing)

RNN IS

Output C?P ?
L» A CAF—[ £~

T Combining the
> 7O memory and the input

d
JAY
CI} Memory é to make the prediction

(state)

3 i

(Source: Christopher Olah) An R N iS mOdE|

colah.github.io/posts/2015-08-Understanding-LSTMs/
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https://colah.github.io/posts/2015-08-Understanding-LSTMs/

Vanilla RNNs

* The simplest form of RNNs
« LSTMs and GRUs are also RNNs

hl = Wth +Wxx1 + b ht = Whht—l +V|/xxt+b
ht:Whht 1+Wxt+b 3
ho = Wyxo + b h, = Wphy + Wex, + b
A

-

Output

@ @
o !
o © &

(Source: Christopher Olah)

N,
L
e
.
L
.
.
e
.
L
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Backpropagation Through Time

* An RNN is essentially a very deep neural network

éé

Whht 1+W.X't+b

ht = Wh(Whht—Z + Wxxt_l +b ) + VVxxt + +b

ht = Wh(VVxxt_l + Wh( Wth + VVxxl +b - ) +b ) + VVxxt + +b

colah.github.io/posts/2015-08-Understanding-LSTMs/
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https://colah.github.io/posts/2015-08-Understanding-LSTMs/

Example: Folk RNN (sturm et al., 2015)

 Data

- Collections of folk tunes folkRNN

generate a folk tune with a recurrent neural network

- Representation
- ABC notation without metadata

- Model

thesession.org (w/ 3| |:)

1 62063
*\LSTMJ(long short-term memory)
- Working on the character level 4l C Major

Enter start of tune in ABC notation

folkrnn.org

Bob L. Sturm, Joao Felipe Santos, and Iryna Korshunova, “Folk Music Style Modelling by Recurrent Neural Networks with Long Short Term Memory Units,” ISMIR Late-Breaking 55
Demos, 2015.



https://ismir2015.ismir.net/LBD/LBD13.pdf
https://folkrnn.org/

Demystitying LSTMS (Hochreiter & Schmidhuber, 1997)

Output

=

» }— Long-term memory module

Whether to erase -
the stored memory?

-

® Update the memory

Input (Source: Christopher Olah)

\ Combining the
memory and the input

» to make the prediction

colah.github.io/posts/2015-08-Understanding-LSTMs/
Sepp Hochreiter and Jurgen Schmidhuber, “Long Short-Term Memory,” Neural Computation, 9(8):1735-1780, 1997. 56



https://colah.github.io/posts/2015-08-Understanding-LSTMs/
https://ieeexplore.ieee.org/abstract/document/6795963

Demystitying LSTMS (Hochreiter & Schmidhuber, 1997)

Forget gate « |

i

colah.github.io/posts/2015-08-Understanding-LSTMs/

Output

» )— Cell state

( =»H®

O
G
o/

® Input gate

Input

N\
N\

(Source: Christopher Olah)

~

Output gate
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Vanishing Gradients

* An RNN is essentially a very deep neural network

Gradients vanishes quickly
when we backpropagate in time

All the layers share the
same weight matrix

-

e

ht == Whht—l + [/Vxxt + b

Can still train the model
without deeper gradients

Why bother?

ht = Wh(Whht—Z + Wxxt_l +b ) + VVxxt + +b

ht = Wh(Wxxt_l + Wh( Wth + vaxl +b - ) + b ) + Wxxt + +b

colah.github.io/posts/2015-08-Understanding-LSTMs/

58


https://colah.github.io/posts/2015-08-Understanding-LSTMs/

How can LSTMs Help Alleviate Vanishing Gradients?

LSTMs does not completely solve vanishing gradients

59



Vanilla RNNs vs LSTMSs

Vanilla RNN LSTM

« Simplest form of RNNs Improved memory module

* Limited long-term memory Better long-term memory

« Harder to train (due to gradient vanishing) Easier to train

@ @ ®) @ (b
| 1 1 t 1
( [ L , )4 IN
A Lﬁ J A A Lot ot
| | | | 7
&) ) &) &) )

colah.github.io/posts/2015-08-Understanding-LSTMs/



https://colah.github.io/posts/2015-08-Understanding-LSTMs/

Example: Folk RNN (Ssturm et al., 2015)

 Data

- Collections of folk tunes folkRNN

generate a folk tune with a recurrent neural network

» Representation
- ABC notation without metadata

 Model

* LSTM (long short-term memory)
» Working on the(character level) 4 C Maior

Enter start of tune in ABC notation

thesession.org (w/ 3| |:)

1 62063

folkrnn.org

Bob L. Sturm, Joao Felipe Santos, and Iryna Korshunova, “Folk Music Style Modelling by Recurrent Neural Networks with Long Short Term Memory Units,” ISMIR Late-Breaking 61
Demos, 2015.



https://ismir2015.ismir.net/LBD/LBD13.pdf
https://folkrnn.org/

Word-level vs Character-level RNNs

Word-level RNNs Character-level RNNs
 Predicting word by word  Predicting character by character
* Most common « Useful when there is no natural “spaces”
N |

I

—» A —>

R
I S

An RNN B model R

(Source: Christopher Olah)

I>—>Q§

@ )
!
A

(Source: Christopher Olah)

62
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Limitations of ABC Notations

* Limited expressiveness

« Monophonic tunes only
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MIDI-like Representation
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MIDI (Musical Instrument Digital Interface)

« A communication protocol between devices

« MIDI Messages
- Note on
- Note off
- Delta time
- Program change
- Control change

- Pitch bend change Z O

PEAK @USB / e - - |
4 MONO . ;
INPUT Wy ‘
MIX I
| = v / N
| ; .
4 1 2
! GAIN M GAIN HI-Z

@ steinberg

-
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MIDI Note Numbers

« Ranging from 0 to 127
- Middle Cis 60
- Wider than standard piano’s pitch range

- Widely used in various software, keyboards and algorithms

48 | 50 | 52

<60> 62 | 64 | 65 | 67 | 69

71

Middle C

66



Representing Music using MIDI Messages

* Three main MIDI messages

- Note on
- Note off
- Time Shift

Sunshine on the Meadow

D>

Note on _67)|Time_shift_quarter_notej [Note_off_67
Note_on_67) Time_ _shift _quarter_note, Note off 67,

Note_on_64 Time_shift quarter_note, Note off 64,

Note on_ 64, Time_shift quarter_note, Note off 64,

67



Representing Polyphonic Music

* We can now handle music with multi-pitch at the same time

In the literature, “polyphonic” & “multi-pitch” are often used interchangeably

Clair de Lune

from “Suite Bergamasque” L. 75 Claude Debussy

1862-1918
. ... 3" Movement ( )
Andante trés expressif /,2/'_2\
Y 17 h Fa '\ 0 0
. h 1V &f IS - b
Wb — ~ T || S — —
) T N~—F" —— — ]
N p— .
Piano pp ‘ con sordina
A‘g L}jl P &f @ | — | ! I ]
(ISR SEE ) o7 - 3

Note on 65, Note on 68] |Time shift eighth note

Note on 77, Note on 80
T1me shlft half note| [Note off 77, Note off 80! |INote _on 73 Note _on_77

Time_ _shift dotted _quarter_ note, Note off 65, Note off 68,

68



Example: Performance RNN (Oore et al., 2020)

« Data
- Yamaha e-Piano Competition dataset (MAESTRO)

» Representation
- 128 Note-On events Examples of generated music

- 128 Note-Off events
- 125 Time-Shift events (8ms-15s)

=32 Set—Ve|OCity events <[ Handle dynamics ]

« Model
- LSTM

lan Simon and Sageev Oore, “Performance RNN: Generating Music with Expressive Timing and Dynamics,” Magenta Blog, June 29, 2017.
Sageev Oore, lan Simon, Sander Dieleman, Douglas Eck, and Karen Simonyan, “This Time with Feeling: Learning Expressive Musical Performance”, Neural Computing and

Applications, 32, 2020.
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https://magenta.tensorflow.org/performance-rnn
https://arxiv.org/abs/1808.03715

Example: A.l. Duet (Mann et al., 2016)

y

youtu.be/0ZE1bfPtvZo

github.com/googlecreativelab/aiexperiments-ai-duet

experiments.withgoogle.

com/ai/ai-duet/view/
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https://youtu.be/0ZE1bfPtvZo?si=KbowCyMao5HlRRNK
https://github.com/googlecreativelab/aiexperiments-ai-duet
https://experiments.withgoogle.com/ai/ai-duet/view/
https://experiments.withgoogle.com/ai/ai-duet/view/

Example: Music Transformer (Huang et al., 2019)

Data: Yamaha e-Piano Competition dataset (MAESTRO)
Representation <[ Almost the same}
S

representation as
= 128 Note-On event

PerformanceRNN
- 128 Note-Off events Examples of generated music
» 100 Time-Shift events (10ms-1s)

* 32 Set-Velocity events < andle dynamics |

Model: Transformer

Cheng-Zhi Anna Huang, Ashish Vaswani, Jakob Uszkoreit, Noam Shazeer, lan Simon, Curtis Hawthorne, Andrew M. Dai, Matthew D. Hoffman, Monica Dinculescu, and Douglas
Eck, “Music Transformer: Generating Music with Long-Term Structure,” /ICLR, 2019.
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https://arxiv.org/abs/1809.04281

What is a Transformer? (vaswani et al., 2017)  oupu

Probabilities

| Softmax |}

A type of neural network that use e )
the self-attention mechanism ((Asgarom)—

Feed
Forward
—
| Add & Norm J«~ | Nx

aske

Self-attention —f{ Multi-Head
Attentio

A

\. —

@ Positional
Encoding

Output
Embedding

T

Outputs
(shifted right)

(Source: Vaswani et al., 2017; adapted)

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, and lllia Polosukhin, “Attention Is All You Need,” NeurlPS, 2017.
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https://arxiv.org/abs/1706.03762

Self-attention Mechanism (Cheng et al., 2016)

A transformer is a

electricaldevicet// \\ fictioncharacter'

deep learning modelt family of genes'

—  — L — —

Uniform attention A transformer is a ?
Variable attention A transformer is a ?

Transformers learn what to attend to from big data!

Jianpeng Cheng, Li Dong, and Mirella Lapata, “Long Short-Term Memory-Networks for Machine Reading,” EMNLP, 2016. 73



https://arxiv.org/pdf/1601.06733

Demystitying Transformers (vaswani et al., 2017)

A transformer is a ?

A N

query key value

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, and lllia Polosukhin, “Attention Is All You Need,” NeurlPS, 2017.
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Demystitying Transformers (vaswani et al., 2017)

A transformer is a ?

Attention

0.1 0.5 0.2 0.2 (Sumsto 1)
score

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, and lllia Polosukhin, “Attention Is All You Need,” NeurlPS, 2017.
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https://arxiv.org/abs/1706.03762

Demystitying Transformers (vaswani et al., 2017)

A transformer is a ?

Attention
score

0.1 0.5 0.2 0.2

Weighted sum by attention
Prediction

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, and lllia Polosukhin, “Attention Is All You Need,” NeurlPS, 2017.
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Demystitying Transformers (vaswani et al., 2017)

A transformer is a ?
query v A 4 A 4 \ 4 A 4 A 4 \ 4 \ 4 \ 4 \ 4 A 4 v
key ql k| |V ql k| |V ql |k| |V ql k| |v
value
Attention 4 4 0.5 0.2 0.2
score

Prediction

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, and lllia Polosukhin, “Attention Is All You Need,” NeurlPS, 2017.
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Why Attention Mechanism?

The FBI is chasing a criminal on the run .

™he FBI is chasing a criminal on the run .

The BBI is chasing a criminal on the run .
The FBI # chasing a criminal on the run .
The FBI is chasing acriminal on the run .

The FBI 18 chasing a criminal on the run.
The FBI is chasing a criminal on the run.

The FBI # chasing a criminal e@m the run.

The FBI is chasing a criminal on the rmn

The BBI is chasing @ criminal em the run.

(Source: Cheng et al., 2016)

The
agreement
Economic

LI
accord

zone
économique
européenne

été
signé
en
aodt
1992

<end>

(Source: Bahdanau et al., 2015)

Dzmitry Bahdanau, Kyunghyun Cho, and Yoshua Bengio, “Neural Machine Translation by Jointly Learning to Align and Translate,” ICLR, 2015.

Jianpeng Cheng, Li Dong, and Mirella Lapata, “Long Short-Term Memory-Networks for Machine Reading,” EMNLP, 2016.

78
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https://arxiv.org/pdf/1601.06733

Visualizing Musical Self-attention

(Each color represents an attention head)

First chord

(Source: Huang et al., 2018)

Cheng-Zhi Anna Huang, Ashish Vaswani, Jakob Uszkoreit, Noam Shazeer, lan Simon, Curtis Hawthorne, Andrew M. Dai, Matthew D. Hoffman, Monica Dinculescu, and Douglas
Eck, “Music Transformer: Generating Music with Long-Term Structure,” /CLR, 2019.

Cheng-Zhi Anna Huang, Ashish Vaswani, Jakob Uszkoreit, Noam Shazeer, lan Simon, Curtis Hawthorne, Andrew M. Dai, Matthew D. Hoffman, Monica Dinculescu, and Douglas
Eck, “Music Transformer: Generating Music with Long-Term Structure,” Magenta Blog, December 13, 2018.
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Visualizing Musical Self-attention

(Each color represents an attention head)

—— O e — [ F SRR F 0 mIIEEE

— _----.-'.l-lll-lll =— -l--.-.-===: - - m —_ 1‘ __E-.-.I.I.I.II=-__-I=I=I.-.I--_
- - ——— m mmmEm o - —— e o e R T = N .
— —_— — —----.-.-:: _- :__l.-.---_ -__-::::: _- - — — i o . |

(Source: Huang et al., 2018)

Cheng-Zhi Anna Huang, Ashish Vaswani, Jakob Uszkoreit, Noam Shazeer, lan Simon, Curtis Hawthorne, Andrew M. Dai, Matthew D. Hoffman, Monica Dinculescu, and Douglas
Eck, “Music Transformer: Generating Music with Long-Term Structure,” /CLR, 2019.

Cheng-Zhi Anna Huang, Ashish Vaswani, Jakob Uszkoreit, Noam Shazeer, lan Simon, Curtis Hawthorne, Andrew M. Dai, Matthew D. Hoffman, Monica Dinculescu, and Douglas
Eck, “Music Transformer: Generating Music with Long-Term Structure,” Magenta Blog, December 13, 2018.
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Beyond Solo Music
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Representing Multiple Instruments

» Using MIDI program change messages

* Program numbers: 1-128 (or 0-127)

- 128 instruments in 16 families

(" Prog# INSTRUMENT
1-8 PIANO
Acoustic Grand
Bright Acoustic
Electric Grand
Honky-Tonk
Electric Piano
Electric Piano

= T ¥ B S WY R Ty

Harpsichord
Clav

~

1
&

J

www.cs.cmu.edu/~music/cmsip/readings/GMSpecs_Patches.htm

rm\lc\u«pwmu

rog# INSTRUMENT

1-8 PIANO
Acoustic Grand
Bright Acoustic
Electric Grand
Honky-Tonk
Electric Piano 1
Electric Piano 2
Harpsichord

clav

J

33
34
35
36
37
38
39
40

49
50
51
52
53
54
55

56

17424 ORGAN
awbar organ
ercussive organ
Rock organ
Church organ
Reed organ
Accoridan
Harmonica

Tango Accordian

33-40 BASS

Acoustic Bass
Electric Bass(finger)
Electric Bass(pick)
Fretless Bass

slap Bass 1

slap Bass 2

synth Bass 1

synth Bass 2

49-56 ENSEMBLE
string Ensemble 1
string Ensemble 2
synthstrings 1
synthstrings 2
choir Aahs

voice Oohs

synth voice
orchestra Hit

Prog# INSTRUMENT

10
11
12
13
14
15
16

25
26
27
28
29
30
31
32

a1
42
43

45
46
a7
48

57
58
59
60
61
62
63
64

9-16 CHROMATIC PERCUSSION|
Celesta

Glockenspiel

Music Box

vibraphone

Marimba

Xylophone

Tubular Bells

Dulcimer

25-32 GUITAR

Acoustic Guitar(nylon)
Acoustic Guitar(steel)
Electric Guitar(jazz)
Electric Guitar(clean)
Electric Guitar(muted)
overdriven Guitar
Distortion Guitar
Guitar Harmonics

41-48 STRINGS
violin

viola

Cello

Contrabass

Tremelo Sstrings
Pizzicato strings
orchestral strings
Timpani

57-64 BRASS
Trumpet
Trombone

Tuba

Muted Trumpet
French Horn
Brass Section
synthBrass 1
SynthBrass 2

65
66
67
68
69
70
71
72

81
82
83
84
85
86
87
88

97
98
99
100
101
102

104

113
114
115
116
117
118
119
120

65-72 REED
Soprano Sax
Alto sax
Tenor Sax
Baritone Sax
Oboe

English Horn
Bassoon
Clarinet

81-88 SYNTH LEAD

Lead 1 (square)
Lead 2 (sawtooth)
Lead 3 (calliope)
Lead 4 (chiff)
Lead 5 (charang)
Lead 6 (voice)
Lead 7 (fifths)
Lead 8 (bass+lead)

97-104 SYNTH EFFECTS

FX 1 (rain)

FX 2 (soundtrack)
FX 3 (crystal)

FX 4 (atmosphere)
FX 5 (brightness)
FX 6 (goblins)

FX 7 (echoes)

FX 8 (sci-fi)

113-12@ PERCUSSIVE
Tinkle Bell

Agogo

Steel Drums
Woodblock

Taiko Drum

Melodic Tom

Synth Drum

Reverse Cymbal

73
74
75
76
77
78
79
80

89
90
91
a2
93
94
95
96

185

187
108
189
11@

112

121
122

124
125

127
128

73-80 PIPE
Piccolo
Flute
Recorder

Pan Flute
Blown Bottle
Shakuhachi
Whistle
Ocarina

89-96 SYNTH PAD

pad 1 (new age)
Pad 2 (warm)

Pad 3 (polysynth)
Pad 4 (choir)

Pad 5 (bowed)

Pad 6 (metallic)
pad 7 (halo)

Pad 8 (sweep)

105-112 ETHNIC
Sitar

Banjo

Shamisen

Koto

Kalimba
Bagpipe

Fiddle

Shanai

121-128 SOUND EFFECTS

Guitar Fret Noise
Breath Noise
Seashore

Bird Tweet
Telephone Ring
Helicopter
Applause

Gunshot

(Source: Roger Dannenberg)
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Example: MuseNet (Payne et al., 2019)

« Data: ClassicalArchives + BitMidi + MAESTRO

- Time shifts in real time (sec)

« Model: Transformer

Representation: “instrument:velocity:pitch”

bach piano strings start tempo90

piano:v72:G1

piano:v72:G2 piano:v72:B4

piano:v72:D4

violin:v80:G4

piano:v72:G4

piano:v72:B5 piano:v72:D5 wait:12
piano:v@:B5 wait:5 piano:v72:D5 wait:12

Christine Payne, “MuseNet,” OpenAl, 2019.

Example of
generated music
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https://openai.com/research/musenet

\ Example: Multitrack Music Machine (Ens & Pasquier, 2020)

BAR TRACK MULTI-TRACK BAR-FILL

 Data: Lakh MIDI Dataset (LMD)

NOTE_ON=60 |, INST£30 ( PIECE}START ) (_PIECE_START J

° Represe ntation: as Shown 9 TIME DELTA-2 ‘\‘ DENSTY-5 ) ( TRACK_START
[:NOTf_OFF=60] ( BAR_$TART ) . [ INsT=30 ]

. ( NOJE_ON=64 ) R> '[ TRACK END | [ DENSITY=5 |
 Model: Transformer = B :- G )
[TII\:iE_DELTA=4 ) '.' ([ FPLLIN )

" " [NO&E_OFF=&4] ( ( TRACK|END ] ( BAREND

- - TIME\DELTA_ 4/ (_BaR ( TRACK I TART | ( )

NOTE OFF=67 )+ | <TRADK> ([ TRACK END |

( ( TRACKJEND | ([ FILL_START |

( ([ <BAR>

( ([ FLLEND

------

([ FiLL_sTART
([ <BAR- |
([ FLLEND

e . »

LETS START WD 3OME U2 Fig. 1. The MultiTrack and BarFill representations are shown. The <bar> tokens cor-
respond to complete bars, and the <track> tokens correspond to complete tracks.
yOUtUbE/NdeMZ3y_84Q (Ens & Pasquier, 2020)

Jeff Ens and Philippe Pasquier, “MMM : Exploring Conditional Multi-Track Music Generation with the Transformer,” arXiv preprint arXiv:2008:06048, 2020.



https://www.arxiv.org/pdf/2008.06048
https://youtu.be/NdeMZ3y-84Q

Example: Multitrack Music Transformer (Dong et al., 2023)

Data: Symbolic Orchestral Database (SOD)

Representation: “(beat, position, pitch, duration, instrument)”
- No time shift events why?

« Model: Multi-dimensional Transformer

(o, ) | Start of song

b ] b » b
(1, o, s , , 15) | Instrument: accordion
(1, o, s s » 36) | Instrument: trombone
(1, o, s , > 39)  Instrument: brasses
(2, o, ©, B, 0, ©)  Start of notes
((3, 1, 1, 41, 15, 36) Note: beat=1, position=1, pitch=E2, duration=48, instrument=trombone | Example of
(3, 1, 1, 65, 4, 39) | Note: beat=1, position=1, pitch=E4, duration=12, instrument=brasses :
(3, 1, 1, 65, 17, 15) Note: beat=1, position=1, pitch=E4, duration=72, instrument=accordion generatEd MusIc
(3, 1, 1, 68, 4, 39) | Note: beat=1, position=1, pitch=G4, duration=12, instrument=brasses
(3, 1, 1, 68, 17, 15) Note: beat=1, position=1, pitch=G4, duration=72, instrument=accordion
(3, 1, 1, 73, 17, 15) Note: beat=1, position=1, pitch=C5, duration=72, instrument=accordion
(3, 1, 13, 68, 4, 39) Note: beat=1, position=13, pitch=G4, duration=12, instrument=brasses
(3, 1, 13, 73, 4, 39) | Note: beat=1, position=13, pitch=C5, duration=12, instrument=brasses
(3, 2, 1, 73, 12, 39)  Note: beat=2, position=1, pitch=C5, duration=36, instrument=brasses
2, 1

(3, 77, 12, 39) | Note: beat=2, position=1, pitch=E5, duration=36, instrument=brasses

-
-
.

(4, 9, @, o, 9, @) | End of song (Source: Dong et al., 2023)

Hao-Wen Dong, Ke Chen, Shlomo Dubnov, Julian McAuley, and Taylor Berg-Kirkpatrick, “Multitrack Music Transformer,” ICASSP, 2023. 85



https://arxiv.org/abs/2207.06983

Drums in MIDI

* Channel 10 is reserved for drums
» Encoded by MIDI pitches 35-81

* Models that support drums
- MuseNet (Payne et al., 2019)
- Song from PI (Chu et al., 2017)
* MMM (Ens and Pasquier, 2019)
- and many more...

en.wikipedia.org/wiki/General_MIDI
Christine Payne, “MuseNet,” OpenAl, 2019.

Sl—

| Accousac Bass Dum (33)

B2

Bazz Drum 1 {34]

3

| 2ocousac Snare (33)

D3
{33) Hand Clap

Becric Snare (40

E3

Low Floar Tam (41
High Flaar Tam {43
Law Tam {43]

F3
=3
&3

{42 Cla=zad Hi-Has
{44 Padal Hi-Hat
{48] Ope=n Hi-Hat

Law-bdid Tom (47 j E3

HI-Mid Tam {43)
High Tam {30)
Chinese Cymbal {32

Ride Ball {33)

Spla=ih Cymibal {33
Crash Cymbal 2 (37

c4

— 43) Crash Cymbal
{31) Aide Cymbal 1

£4

F4

ska] (4] Tambaurine

BB (56) Cownel
m ERE| (=53] Vinrasiap

Ride Cymbal 2 {39) g4

Hi Banga (G0]
Mute Hi Canga |:E.E
Law Canga qﬁ-ﬂ
High Timbalks (585

High Agaga {4 ?] G

Cabas=a (53] an

Shari Whisda |:.'-'1]
Lang ‘Whisla (72
Lang Suira (74

Hi Waad Ed-:-:l-c::?ﬁ]
Law 'Waad Elack {77
Cpan Cubca (79

C3
05

{d1] Law Banga
(03] Opean HICange

{46] Law Timbalke

{43] Law Aqaga
{70] Maracas

{73) Shart Guirg
{73) Claves

(78] Muie Culca
{307 Mute Trianghs

Open Trianghs (31

(Source: Wikipedia)

Hang Chu, Raquel Urtasun, and Sanja Fidler, “Song From PI: A Musically Plausible Network for Pop Music Generation,” ICLR Workshop, 2017.

Jeff Ens and Philippe Pasquier, “"MMM : Exploring Conditional Multi-Track Music Generation with the Transformer,” arXiv preprint arXiv:2008.06048, 2020.
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https://en.wikipedia.org/wiki/General_MIDI
https://openai.com/research/musenet
https://arxiv.org/abs/1611.03477
https://arxiv.org/abs/2008.06048

The Many Representations for Music Generation

PerformanceRNN (Oore et al,, 2020) mIDITok

REMI (Huang et al., 2020)

github.com/Natooz/MidiTok

@@
T

MuMIDI (Ren et al., 2020)

Compound Word (Hsiao et al., 2021)

e REMI+ (von Rutte et al., 2023)

 TSD (Fradet et al., 2023)

e and so on...

Sageev Oore, lan Simon, Sander Dieleman, Douglas Eck, and Karen Simonyan, “This Time with Feeling: Learning Expressive Musical Performance”, Neural Computing and
Applications, 32, 2020.

Yu-Siang Huang and Yi-Hsuan Yang, “Pop Music Transformer: Beat-based Modeling and Generation of Expressive Pop Piano Compositions,” MM, 2020.
Yi Ren, Jinzheng He, Xu Tan, Tao Qin, Zhou Zhao, and Tie-Yan Liu, “PopMAG: Pop Music Accompaniment Generation,” MM, 2020.

Wen-Yi Hsiao, Jen-Yu Liu, Yin-Cheng Yeh, and Yi-Hsuan Yang, “Compound Word Transformer: Learning to Compose Full-Song Music over Dynamic Directed Hypergraphs,” AAAI,
2021.

Dimitri von Rutte, Luca Biggio, Yannic Kilcher, and Thomas Hofmann, “FIGARO: Generating Symbolic Music with Fine-Grained Artistic Control,” ICLR, 2023.
Nathan Fradet, Nicolas Gutowski, Fabien Chhel, and Jean-Pierre Briot, “Byte Pair Encoding for Symbolic Music,” EMNLP, 2023. 87



https://arxiv.org/pdf/2002.00212
https://arxiv.org/pdf/2008.07703
https://arxiv.org/pdf/2101.02402
https://arxiv.org/pdf/2201.10936
https://arxiv.org/pdf/2301.11975
https://github.com/Natooz/MidiTok

- Symbolic Music Datasets

« |SBach Chorale
* MusicNet

« Essen Folk Song Dataset

« Wikifonia

- Lakh MIDI Dataset

« MetaMIDI

« Expressive MIDI: MAESTRO
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https://github.com/czhuang/JSB-Chorales-dataset
https://zenodo.org/records/5120004
https://ifdo.ca/~seymour/runabc/esac/esacdatabase.html
http://www.synthzone.com/files/Wikifonia/Wikifonia.zip
https://colinraffel.com/projects/lmd/
https://www.metacreation.net/projects/metamidi-dataset
https://magenta.tensorflow.org/datasets/maestro

Symbolic Music Datasets

Dataset Format Hours Songs Genre
Lakh MIDI Dataset MIDI =5000 174,533 misc
MAESTRO Dataset MIDI 201.21 1,282 classical
Wikifonia Lead Sheet Dataset MusicXML 198.40 6,405 misc
Essen Folk Song Dataset ABC 56.62 5034 folk
MNES Music Database MIDI 46.11 5,278 game
MusicMet Dataset MIDI 30.36 323 classical
Hymnal Tune Dataset MIDI 18.74 1,756 hymn
Hymnal Dataset MIDI 17.50 1,723 hymn
music21’s Corpus misc 16.86 613 misc
EMOPIA Dataset MIDI 10.98 387 pop
Mottingham Database ABC 10.54 1,036 folk
music21’s JSBach Corpus MusicXML 346 410 classical
JSBach Chorale Dataset MIDI 3.21 382 classical
Haydn Op.20 Dataset Humdrum 1.26 24 classical

(Source: MusPy Documentation)

muspy.readthedocs.io/en/stable/datasets/datasets.html



https://muspy.readthedocs.io/en/stable/datasets/datasets.html
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