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Homework 5: AI Song Contest
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• Please listen to the ten finalists of AI Song Contest 2024

• Read the about pages by clicking the cover arts

• Answer the following questions (in 5-10 sentences each)

 Which is your favorite song?

 Following Q1, what did they do well?

 Following Q1, what can be improved?

 Based on the ten finalists, what tasks are easy for current AI in music production?

 Based on the ten finalists, what tasks are difficult for current AI in music production?

https://www.aisongcontest.com/the-2024-finalists


• Instructions will be released on the course website

• Please submit your work to Gradescope

• Due at 11:59pm ET on March 14

• Late submissions: 1 point deducted per day

• No late submission is allowed a week after the due date

Homework 5: AI Song Contest
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https://hermandong.com/teaching/pat498_598_winter2025/
https://www.gradescope.com/courses/937416


• Open-ended group project  (group size:  2–3)

 Building a new AI music tool  or  Exploring creative & artistic use of AI tools

• Milestones

 Pitch:  Mar 19

 Presentation:  Apr 21

 Final report:  Apr 28

• Due at 11:59pm ET on the date specified

• No late submissions! Submit your work early and update it later.

Project
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• Brief 10-min presentation

 Team member introduction

 Topic:  What do you want to work on?

 Topic:  Who is the target audience/user/customer/reader?

 Methodology: How are you going to approach it?

 Methodology:  What are the tools (programming languages, platforms, plugins, 
hardware, etc.) that you'll be using?

 Expected results:  What are the expected deliverables (e.g., an instrument, a plugin, a 
web/mobile app, a standalone software, an installation, a performance, a composition)?

 Planning:  What are the milestones? What do you expect to achieve by the end of 
February and March?

Project Pitch
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• Send me an email with the following info by 11:59 PM ET on March 19

 Names and U-M IDs of all team members

 Topic:  What do you want to work on?

 Topic:  Who is the target audience/user/customer/reader?

 Methodology:  How are you going to approach it?

 Methodology:  What are the tools (programming languages, platforms, plugins, 
hardware, etc.) that you'll be using?

 Expected results:  What are the expected deliverables (e.g., an instrument, a plugin, a 
web/mobile app, a standalone software, an installation, a performance, a composition)?

 Planning:  What are the milestones? What do you expect to achieve by the end of 
February and March?

Project Pitch
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AI Song Contest
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• Annual international competition showcasing the creative potential of 
human–AI co-creativity in the songwriting process

AI Song Contest

aisongcontest.com

8

https://www.aisongcontest.com/


Yaboi Hanoi – Entering Demons & Gods (2022)

soundcloud.com/yaboi
hanoi/enter-demons-

and-gods

youtu.be/PbrRoR3nEVw
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https://soundcloud.com/yaboihanoi/enter-demons-and-gods
https://soundcloud.com/yaboihanoi/enter-demons-and-gods
https://soundcloud.com/yaboihanoi/enter-demons-and-gods
https://youtu.be/PbrRoR3nEVw


Reading: The Making of Entering Demons & Gods (2022)

“It was like a saxophonist trained in classical Thai 
motifs, who played a special ‘Thai Edition’ 
saxophone with Phi Nai tunings, had joined the 
musical conversation. The same was true with the 
trumpet model and the ขลุย่ ‘Khlui’ - a flute from Thai, 
Laos and Cambodian repertoire. I could assemble a 
transcultural ensemble to expand the sonic palette 
of Thai motifs, whilst adhering to underlying tunings 
and idiomatic inflections like never before.”

lamtharnhantrakul.gith
ub.io/enter-demons-

and-gods/
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https://lamtharnhantrakul.github.io/enter-demons-and-gods/
https://lamtharnhantrakul.github.io/enter-demons-and-gods/
https://lamtharnhantrakul.github.io/enter-demons-and-gods/


Synthetic Beat Brigade - How would you touch me? (2023)

youtu.be/O4cJ3acEGDw & 
drive.google.com/file/d/1QTQ7P3iZI6I0anIwNQ3ewf8g3JjDjesl/view
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https://youtu.be/O4cJ3acEGDw
https://drive.google.com/file/d/1QTQ7P3iZI6I0anIwNQ3ewf8g3JjDjesl/view


• Ideation:  Spotify API, ChatGPT, Facebook Llama, Google Bison

• Lyrics:  ChatGPT 2, Genius API

• Composition:  AI Drummachine, Mofi, Tonetrasnfer, This patch does not exist, Albeatz, 
BaiscPitch, Magenta, AIVA, MuseNet

• Vocals:  Soundly Voice Designer, Vocal Remove, Voice characteristics

• Mastering:  Landr

• Cover art, bandart:  Midjourney

• Clip:  ComfyUI for Stable Diffusion + ControlNet

Synthetic Beat Brigade - How would you touch me? (2023)
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Reading: The Making of How would you touch me? (2023)

“This project is a collaboration between Artificial 
Intelligence (AI) enthusiasts in four fields: artist 
management, music and post-production, tech, 
and creative. In contrast, the majority of the music 
industry sees AI as a threat. Our team understands 
that these technological advances will have a 
significant impact on how we produce music. Because 
of this, we have decided to use AI for every step of 
the production process. From ideation to creating 
the lyrics to producing the music.”

drive.google.com/file/d/
1QTQ7P3iZI6I0anIwNQ

3ewf8g3JjDjesl/view

13

https://drive.google.com/file/d/1QTQ7P3iZI6I0anIwNQ3ewf8g3JjDjesl/view
https://drive.google.com/file/d/1QTQ7P3iZI6I0anIwNQ3ewf8g3JjDjesl/view
https://drive.google.com/file/d/1QTQ7P3iZI6I0anIwNQ3ewf8g3JjDjesl/view


How can AI Augment Human Creativity?
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(Source: Huang et al., 2020)

AI is helpful

AI is not so helpful

AI can be helpful

Cheng-Zhi Anna Huang, Hendrik Vincent Koops, Ed Newton-Rex, Monica Dinculescu, and Carrie J. Cai, “AI Song Contest: Human-AI Co-Creation in Songwriting,” ISMIR, 2020.

https://arxiv.org/pdf/2010.05388


(Recap) Fundamental Frequency (F0) Estimation
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F0 Estimation



(Recap) Auto-tune Pro

16antarestech.com/documentation/auto-tune-pro/chapter-2

(Source: Antares Audio Technologies)

https://www.antarestech.com/documentation/auto-tune-pro/chapter-2


(Recap) Pitch Correction in Logic Pro
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support.apple.com/guide/logicpro/edit-pitch-and-timing-with-flex-pitch-lgcpc53e6bef/mac
support.apple.com/guide/logicpro/flex-pitch-algorithm-and-parameters-lgcpba8e3301/mac

(Source: Logic Pro User Guide) (Source: Logic Pro User Guide)

https://support.apple.com/guide/logicpro/edit-pitch-and-timing-with-flex-pitch-lgcpc53e6bef/mac
https://support.apple.com/guide/logicpro/flex-pitch-algorithm-and-parameters-lgcpba8e3301/mac


(Recap) Polyphonic F0 Estimation
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basicpitch.spotify.com

https://basicpitch.spotify.com/


(Recap) F0 Estimation vs Music Transcription

19Emmanouil Benetos, Simon Dixon, Zhiyao Duan, and Sebastian Ewert, “Automatic Music Transcription: An Overview,” IEEE Signal Processing Magazine, 36(1):20-30, 2019.

(Source: Benetos et al., 2019)

https://ieeexplore.ieee.org/document/8588423


• MT3 (Gardner et al., 2022)

 github.com/magenta/mt3

(Recap) Multitrack Transcription Models

20Josh Gardner, Ian Simon, Ethan Manilow, Curtis Hawthorne, and Jesse Engel, “MT3: Multi-Task Multitrack Music Transcription,” ICLR, 2022.

(Source: Gardner et al., 2022)

https://github.com/magenta/mt3
https://arxiv.org/pdf/2111.03017


(Recap) Beat & Downbeat Estimation
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(Source: Davies et al., 2021)

Matthew E. P. Davies, Sebastian Böck, and Magdalena Fuentes, “Tempo, Beat and Downbeat Estimation,” Tutorials of ISMIR, 2021.

https://tempobeatdownbeat.github.io/tutorial/intro.html


(Recap) Beat & Downbeat Estimation
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(Source: Davies et al., 2021)

Matthew E. P. Davies, Sebastian Böck, and Magdalena Fuentes, “Tempo, Beat and Downbeat Estimation,” Tutorials of ISMIR, 2021.

https://tempobeatdownbeat.github.io/tutorial/intro.html


Beat & Downbeat Estimation

23Peter Meier, Ching-Yu Chiu, and Meinard Müller, “A Real-Time Beat Tracking System with Zero Latency and Enhanced Controllability,” TISMIR, 7(1):213-227, 2024.

(Source: Meier et al., 2024)

Beat estimation



(Recap) Beat Tracking in Pro Tools & Logic Pro

24
macprovideo.com/article/logic-pro/beat-detection-in-pro-tools-vs-logic-pro-part-1---creating-tempo-maps
support.apple.com/en-in/guide/logicpro/lgcp6338b8d1/mac

(Source: Logic Pro User Guide)

(Source: Logic Pro User Guide)

Beat Detective in Pro Tools

Beat Mapping in Logic Pro

https://www.macprovideo.com/article/logic-pro/beat-detection-in-pro-tools-vs-logic-pro-part-1---creating-tempo-maps
https://support.apple.com/en-in/guide/logicpro/lgcp6338b8d1/mac


(Recap) Tempo Estimation & Beat Tracking in Moises
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(Source: Moises)

help.moises.ai/hc/en-us/articles/6582847813148-How-do-I-change-the-song-s-tempo

Tempo estimation 

Beat tracking

https://help.moises.ai/hc/en-us/articles/6582847813148-How-do-I-change-the-song-s-tempo


(Recap) Key Detection in Moises
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(Source: Moises)

help.moises.ai/hc/en-us/articles/6582517238044-How-do-I-use-the-Key-Detection-with-the-Pitch-Changer

https://help.moises.ai/hc/en-us/articles/6582517238044-How-do-I-use-the-Key-Detection-with-the-Pitch-Changer


(Recap) Structure Analysis
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Hierarchical music segmentation

Music segmentation

(Source: Müller & Zalkow, 2019)

(Source: Müller & Zalkow, 2019)

Meinard Müller and Frank Zalkow, “FMP Notebooks: Educational Material for Teaching and Learning Fundamentals of Music Processing,” ISMIR, 2019.

https://www.audiolabs-erlangen.de/FMP


(Recap) Self-Similarity Matrices (SSMs)
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(Source: Müller & Zalkow, 2019)

Meinard Müller and Frank Zalkow, “FMP Notebooks: Educational Material for Teaching and Learning Fundamentals of Music Processing,” ISMIR, 2019.

https://www.audiolabs-erlangen.de/FMP


(Recap) Self-Similarity Matrices (SSMs)

29

(Source: Müller & Zalkow, 2019)

Meinard Müller and Frank Zalkow, “FMP Notebooks: Educational Material for Teaching and Learning Fundamentals of Music Processing,” ISMIR, 2019.

Smoothing

https://www.audiolabs-erlangen.de/FMP


(Recap) Self-Similarity Matrices (SSMs)
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(Source: Müller & Zalkow, 2019)

Meinard Müller and Frank Zalkow, “FMP Notebooks: Educational Material for Teaching and Learning Fundamentals of Music Processing,” ISMIR, 2019.

Smoothing

https://www.audiolabs-erlangen.de/FMP


(Recap) Self-Similarity Matrices (SSMs)
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(Source: Müller & Zalkow, 2019)

Meinard Müller and Frank Zalkow, “FMP Notebooks: Educational Material for Teaching and Learning Fundamentals of Music Processing,” ISMIR, 2019.

Smoothing

https://www.audiolabs-erlangen.de/FMP


(Recap) Self-Similarity Matrices (SSMs)
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Meinard Müller and Frank Zalkow, “FMP Notebooks: Educational Material for Teaching and Learning Fundamentals of Music Processing,” ISMIR, 2019.
Meinard Müller and Ching-Yu Chiu, “A Basic Tutorial on Novelty and Activation Functions for Music Signal Processing,” TISMIR, 7(1):179-194, 2024.

(Source: Müller & Zalkow, 2019)

Novelty curve

(Source: Müller & Chiu, 2024)

https://www.audiolabs-erlangen.de/FMP
mailto:https://transactions.ismir.net/articles/202/files/66ec2062992e8.pdf


• Goal: Convert scanned sheet music into digital musical notation

(Recap) Optical Music Recognition (OMR)

33

Optical Music 
Recognition

breezewhite.github.io/oemer/

https://breezewhite.github.io/oemer/


(Recap) Common Pipeline of OMR Systems

34
Jorge Calvo-Zaragoza, Juan C. Martinez-Sevilla, Carlos Penarrubia, and Antonio Rios-Vila, “Optical Music Recognition: Recent Advances, Current Challenges, and Future Directions,” 
ICDAR, 2023.

(Source: Calvo-Zaragoza et al., 2018)

https://link.springer.com/chapter/10.1007/978-3-031-41498-5_7


(Recap) Musical Object Recognition

35Alexander Pacha, Jan Hajič, and Jorge Calvo-Zaragoza, “A Baseline for General Music Object Detection with Deep Learning,” Applied Science, 8(9):1488, 2018.

(Source: Pacha et al., 2018)

From the staff below!

https://www.mdpi.com/2076-3417/8/9/1488


(Recap) Open-source OMR Software: Oemer
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github.com/BreezeWhite/oemer

breezewhite.github.io/oemer/

https://github.com/BreezeWhite/oemer
https://breezewhite.github.io/oemer/


Symbolic Music Generation

37



Four Paradigms of Music Generation

38

Symbolic music generation

Text-based Image-based

Audio-domain music generation

Image-basedTime series-based

Program_change_0,
Note_on_60, Time_shift_2, Note_off_60, 
Note_on_60, Time_shift_2, Note_off_60, 
Note_on_76, Time_shift_2, Note_off_67, 
Note_on_67, Time_shift_2, Note_off_67, 
...

MIDI

Time

P
it

ch

Piano roll Waveform

Time

F
re

q
u

e
n

cy

Spectrogram

Today, we also have many latent-space based systems!



Topics of Symbolic Music Generation

39

Symbolic music generation

 ∅ → melody

 ∅ → lead sheet

 ∅ → sheet music

Automatic arrangement

 Melody → lead sheet

 Melody → multitrack

 Lead sheet → multitrack

 Solo → multitrack

 Multitrack → simple version

Performance rendering

 Sheet music → performance

Improvisation systems

 Performance → performance

X-to-music generation

 Text → sheet music

 Video → sheet music

 X → sheet music

Melody 
& chords

Today’s topic!

Unconditional Conditional Multimodal



• Treat music like text

• Sharing models with natural language 
processing (NLP)

 RNNs, LSTMs, Transformers, etc.

• Treat music like images

• Sharing models with computer vision (CV)

 GANs, VAEs, diffusion models, etc.

40

Two Paradigms of Symbolic Music Generation

Text-based Image-based

Program_change_0,
Note_on_60, Time_shift_2, Note_off_60, 
Note_on_60, Time_shift_2, Note_off_60, 
Note_on_76, Time_shift_2, Note_off_67, 
Note_on_67, Time_shift_2, Note_off_67, ...

Today’s topic!



Generating Music like Languages

41



• The models behind ChatGPT!

42

Large Language Models (LLMs)

Word-by-word generation



• Predicting the next word given the past sequence of words

43

Language Models

A transformer is a __________

type of food musical instrument

fiction characterelectrical device

deep learning model family of genes



• A class of machine learning models that learn the next word probability

44

Language Models (Mathematically)

𝑃  character A transformer is a )

𝑃  electrical A transformer is a )

𝑃  gene A transformer is a )

𝑃  model A transformer is a )

𝑃  food A transformer is a )

𝑃  musical A transformer is a )

𝑃 𝑥𝑖 𝑥1, 𝑥2, … , 𝑥𝑖−1

Next word Previous words



• How do we generate a new sentence using a trained language model?

45

Language Models – Generation

A transformer is a Model deep

learningA transformer is a deep Model

modelA transformer is a deep learning Model

introducedA transformer is a deep learning model Model

inA transformer is a deep learning model introduced Model

2017A transformer is a deep learning model introduced in Model



• How can we “represent” music in a way that machines understand?

 Musical representation is a key component of a music generation system

• Why not using sheet music “images” directly?

 Machines still have a hard time reading sheet music

 A challenging task known as “optical music recognition” (OMR)

• Examples:

 ABC notation

 MIDI

46

Designing a Machine-readable Music Language



ABC Notation-based Representation

47



• A simple text-based notation

• Use letters to denote pitches

 Lower octave (A–G), higher octave (a–g)

• Use prefix to denote accidentals

 Sharp (^), flat (_), natural (=)

48

(Recap) ABC Notation

C, D, E, F,|G, A, B, C| D E F G | A B c  d  | e  f  g  a | b c' d' e'| f' g' a' b'

abcnotation.com/examples

__A         _A        =A         ^A        ^^A

https://abcnotation.com/examples


(Recap) What is this song in ABC notation?

49

CCGG|AAG2|FFEE|DDC2:|
|:GGFF|EED2|GGFF|EED2|
CCGG|AAG2|FFEE|DDC2:|

Twinkle, twinkle, little star!



(Recap) An Example of ABC Notation

50

X:571
T:Ah! vous dirai-je, maman
T:(Twinkle, twinkle, little star)
C:anon.
O:France
R:Nursery song
M:C
L:1/4
Q:120
K:C
CCGG|AAG2|FFEE|DDC2:|
|:GGFF|EED2|GGFF|EED2|
CCGG|AAG2|FFEE|DDC2:|

abcnotation.com/tunePage?a=trillian.mit.edu/~jc/music/abc/mirror/musicaviva.com/france/ah-vous-c/ah-vous-c-1/0000

Meter

Unit note length (temporal resolution)

Tempo

Key

Metadata

https://abcnotation.com/tunePage?a=trillian.mit.edu/~jc/music/abc/mirror/musicaviva.com/france/ah-vous-c/ah-vous-c-1/0000
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• Data

 Collections of folk tunes

• Representation

 ABC notation without metadata

• Model

 LSTM (long short-term memory)

 Working on the character level

Example System: Folk RNN (Sturm et al., 2015)

Bob L. Sturm, Joao Felipe Santos, and Iryna Korshunova, “Folk Music Style Modelling by Recurrent Neural Networks with Long Short Term Memory Units,” ISMIR Late-Breaking 
Demos, 2015.

folkrnn.org

https://ismir2015.ismir.net/LBD/LBD13.pdf
https://folkrnn.org/


• A type of neural networks that have loops

• Widely used for modeling sequences (e.g., in natural language processing)

52

What is an RNN (Recurrent Neural Network)?

(Source: Christopher Olah) An

RNN

RNN

is

is

a

model

.

colah.github.io/posts/2015-08-Understanding-LSTMs/

Combining the 
memory and the input 
to make the prediction Memory

(state)
Input

Output

https://colah.github.io/posts/2015-08-Understanding-LSTMs/


• The simplest form of RNNs

• LSTMs and GRUs are also RNNs

Vanilla RNNs

53

(Source: Christopher Olah)

Input

Output

ℎ𝑡 = 𝑊ℎℎ𝑡−1 + 𝑊𝑥𝑥𝑡 + 𝑏

ℎ0 = 𝑊𝑥𝑥0 + 𝑏

ℎ1 = 𝑊ℎℎ0 + 𝑊𝑥𝑥1 + 𝑏

ℎ2 = 𝑊ℎℎ1 + 𝑊𝑥𝑥2 + 𝑏

ℎ𝑡 = 𝑊ℎℎ𝑡−1 + 𝑊𝑥𝑥𝑡 + 𝑏



• An RNN is essentially a very deep neural network

Backpropagation Through Time

54colah.github.io/posts/2015-08-Understanding-LSTMs/

ℎ𝑡 = 𝑊ℎℎ𝑡−1 + 𝑊𝑥𝑥𝑡 + 𝑏

ℎ𝑡 = 𝑊ℎ 𝑊ℎℎ𝑡−2 + 𝑊𝑥𝑥𝑡−1 + 𝑏 + 𝑊𝑥𝑥𝑡 + +𝑏

ℎ𝑡 = 𝑊ℎ 𝑊𝑥𝑥𝑡−1 + 𝑊ℎ  ⋯ 𝑊ℎℎ0 + 𝑊𝑥𝑥1 + 𝑏 ⋯ + 𝑏 + 𝑊𝑥𝑥𝑡 + +𝑏

⋮

https://colah.github.io/posts/2015-08-Understanding-LSTMs/
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• Data

 Collections of folk tunes

• Representation

 ABC notation without metadata

• Model

 LSTM (long short-term memory)

 Working on the character level

Example: Folk RNN (Sturm et al., 2015)

Bob L. Sturm, Joao Felipe Santos, and Iryna Korshunova, “Folk Music Style Modelling by Recurrent Neural Networks with Long Short Term Memory Units,” ISMIR Late-Breaking 
Demos, 2015.

folkrnn.org

https://ismir2015.ismir.net/LBD/LBD13.pdf
https://folkrnn.org/


Demystifying LSTMs (Hochreiter & Schmidhuber, 1997)

56
colah.github.io/posts/2015-08-Understanding-LSTMs/
Sepp Hochreiter and Jürgen Schmidhuber, “Long Short-Term Memory,” Neural Computation, 9(8):1735-1780, 1997.

(Source: Christopher Olah)

Long-term memory module

Whether to erase 
the stored memory?

Update the memory

Input

Output

Combining the 
memory and the input 
to make the prediction 

https://colah.github.io/posts/2015-08-Understanding-LSTMs/
https://ieeexplore.ieee.org/abstract/document/6795963


Demystifying LSTMs (Hochreiter & Schmidhuber, 1997)

57colah.github.io/posts/2015-08-Understanding-LSTMs/

(Source: Christopher Olah)

Cell state

Input

Output

Forget gate

Input gate Output gate

https://colah.github.io/posts/2015-08-Understanding-LSTMs/


• An RNN is essentially a very deep neural network

Vanishing Gradients

58colah.github.io/posts/2015-08-Understanding-LSTMs/

ℎ𝑡 = 𝑊ℎℎ𝑡−1 + 𝑊𝑥𝑥𝑡 + 𝑏

ℎ𝑡 = 𝑊ℎ 𝑊ℎℎ𝑡−2 + 𝑊𝑥𝑥𝑡−1 + 𝑏 + 𝑊𝑥𝑥𝑡 + +𝑏

ℎ𝑡 = 𝑊ℎ 𝑊𝑥𝑥𝑡−1 + 𝑊ℎ  ⋯ 𝑊ℎℎ0 + 𝑊𝑥𝑥1 + 𝑏 ⋯ + 𝑏 + 𝑊𝑥𝑥𝑡 + +𝑏

⋮

All the layers share the 
same weight matrix

Can still train the model 
without deeper gradients

Gradients vanishes quickly 
when we backpropagate in time

Why bother?

https://colah.github.io/posts/2015-08-Understanding-LSTMs/


How can LSTMs Help Alleviate Vanishing Gradients?

59

ht-1ht-2

xt-1xt-2

LSTMs does not completely solve vanishing gradients



Vanilla RNNs vs LSTMs

60

• Simplest form of RNNs

• Limited long-term memory

• Harder to train (due to gradient vanishing)

• Improved memory module

• Better long-term memory

• Easier to train

(Source: Christopher Olah) (Source: Christopher Olah)

colah.github.io/posts/2015-08-Understanding-LSTMs/

Vanilla RNN LSTM

https://colah.github.io/posts/2015-08-Understanding-LSTMs/
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• Data

 Collections of folk tunes

• Representation

 ABC notation without metadata

• Model

 LSTM (long short-term memory)

 Working on the character level

Example: Folk RNN (Sturm et al., 2015)

Bob L. Sturm, Joao Felipe Santos, and Iryna Korshunova, “Folk Music Style Modelling by Recurrent Neural Networks with Long Short Term Memory Units,” ISMIR Late-Breaking 
Demos, 2015.

folkrnn.org

https://ismir2015.ismir.net/LBD/LBD13.pdf
https://folkrnn.org/


Word-level vs Character-level RNNs

62

• Predicting word by word

• Most common

• Predicting character by character

• Useful when there is no natural “spaces”

(Source: Christopher Olah)

An

RNN

RNN

is

is

a

model

.

R

N

N

“ ”

“ ”

i

l

.

(Source: Christopher Olah)

colah.github.io/posts/2015-08-Understanding-LSTMs/

Word-level RNNs Character-level RNNs

https://colah.github.io/posts/2015-08-Understanding-LSTMs/


• Limited expressiveness

• Monophonic tunes only

63

Limitations of ABC Notations



MIDI-like Representation

64



• A communication protocol between devices

• MIDI Messages

 Note on

 Note off

 Delta time

 Program change

 Control change

 Pitch bend change

65

MIDI (Musical Instrument Digital Interface)

MIDI I/O



• Ranging from 0 to 127

 Middle C is 60

 Wider than standard piano’s pitch range

• Widely used in various software, keyboards and algorithms

66

MIDI Note Numbers

64 65 67 69 7148 50 52 53 55 57 59

49 51 54 56 58 61 63 66 68 70

60 62… …

Middle C



• Three main MIDI messages

 Note on

 Note off

 Time Shift

67

Representing Music using MIDI Messages

Note_on_67, Time_shift_quarter_note, Note_off_67,
Note_on_67, Time_shift_quarter_note, Note_off_67,
Note_on_64, Time_shift_quarter_note, Note_off_64,
Note_on_64, Time_shift_quarter_note, Note_off_64,
...



Representing Polyphonic Music

• We can now handle music with multi-pitch at the same time

 In the literature, “polyphonic” & “multi-pitch” are often used interchangeably

68

Note_on_65, Note_on_68, Time_shift_eighth_note, Note_on_77, Note_on_80, 
Time_shift_half_note, Note_off_77, Note_off_80, Note_on_73, Note_on_77, 
Time_shift_dotted_quarter_note, Note_off_65, Note_off_68, ...



• Data

 Yamaha e-Piano Competition dataset (MAESTRO)

• Representation

 128 Note-On events

 128 Note-Off events

 125 Time-Shift events (8ms–1s)

 32 Set-Velocity events

• Model

 LSTM

69

Example: Performance RNN (Oore et al., 2020)

Examples of generated music

Ian Simon and Sageev Oore, “Performance RNN: Generating Music with Expressive Timing and Dynamics,” Magenta Blog, June 29, 2017.
Sageev Oore, Ian Simon, Sander Dieleman, Douglas Eck, and Karen Simonyan, “This Time with Feeling: Learning Expressive Musical Performance”, Neural Computing and 
Applications, 32, 2020.

Handle dynamics

https://magenta.tensorflow.org/performance-rnn
https://arxiv.org/abs/1808.03715


Example: A.I. Duet (Mann et al., 2016)

70

youtu.be/0ZE1bfPtvZo

github.com/googlecreativelab/aiexperiments-ai-duet

experiments.withgoogle.
com/ai/ai-duet/view/

https://youtu.be/0ZE1bfPtvZo?si=KbowCyMao5HlRRNK
https://github.com/googlecreativelab/aiexperiments-ai-duet
https://experiments.withgoogle.com/ai/ai-duet/view/
https://experiments.withgoogle.com/ai/ai-duet/view/
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Example: Music Transformer (Huang et al., 2019)

Cheng-Zhi Anna Huang, Ashish Vaswani, Jakob Uszkoreit, Noam Shazeer, Ian Simon, Curtis Hawthorne, Andrew M. Dai, Matthew D. Hoffman, Monica Dinculescu, and Douglas 
Eck, “Music Transformer: Generating Music with Long-Term Structure,” ICLR, 2019.

• Data:  Yamaha e-Piano Competition dataset (MAESTRO)

• Representation

 128 Note-On events

 128 Note-Off events

 100 Time-Shift events (10ms–1s)

 32 Set-Velocity events

• Model:  Transformer

Examples of generated music

Handle dynamics

Almost the same
representation as 
PerformanceRNN

https://arxiv.org/abs/1809.04281
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• A type of neural network that use 
the self-attention mechanism

What is a Transformer? (Vaswani et al., 2017)

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, and Illia Polosukhin, “Attention Is All You Need,” NeurIPS, 2017.

(Source: Vaswani et al., 2017; adapted)

Self-attention

https://arxiv.org/abs/1706.03762


Self-attention Mechanism (Cheng et al., 2016)
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A transformer is a __________

fiction characterelectrical device

deep learning model family of genes

A transformer is a ?Uniform attention

A transformer is a ?Variable attention

Transformers learn what to attend to from big data!

Jianpeng Cheng, Li Dong, and Mirella Lapata, “Long Short-Term Memory-Networks for Machine Reading,” EMNLP, 2016. 

https://arxiv.org/pdf/1601.06733


Demystifying Transformers (Vaswani et al., 2017)
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A transformer is a ?

q vk q vk q vkq vk

query key value

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, and Illia Polosukhin, “Attention Is All You Need,” NeurIPS, 2017.

https://arxiv.org/abs/1706.03762


Demystifying Transformers (Vaswani et al., 2017)
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A transformer is a ?

q vk q vk q vk q vk

0.1 0.5 0.2 0.2
Attention 

score
(Sums to 1)

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, and Illia Polosukhin, “Attention Is All You Need,” NeurIPS, 2017.

https://arxiv.org/abs/1706.03762


Demystifying Transformers (Vaswani et al., 2017)
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A transformer is a ?

q vk q vk q vk q vk

0.1 0.5 0.2 0.2

Prediction

Attention 
score

Weighted sum by attention

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, and Illia Polosukhin, “Attention Is All You Need,” NeurIPS, 2017.

https://arxiv.org/abs/1706.03762


Demystifying Transformers (Vaswani et al., 2017)

77

A transformer is a ?

0.1 0.5 0.2 0.2

Prediction

Attention 
score

q vk q vk q vkq vk

query

key

value

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, and Illia Polosukhin, “Attention Is All You Need,” NeurIPS, 2017.

https://arxiv.org/abs/1706.03762


Why Attention Mechanism?

78
Dzmitry Bahdanau, Kyunghyun Cho, and Yoshua Bengio, “Neural Machine Translation by Jointly Learning to Align and Translate,” ICLR, 2015.
Jianpeng Cheng, Li Dong, and Mirella Lapata, “Long Short-Term Memory-Networks for Machine Reading,” EMNLP, 2016.

(Source: Cheng et al., 2016)

(Source: Bahdanau et al., 2015)

https://arxiv.org/pdf/1409.0473
https://arxiv.org/pdf/1601.06733


Visualizing Musical Self-attention
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(Each color represents an attention head)

First chord
Current chord

(Source: Huang et al., 2018)

Cheng-Zhi Anna Huang, Ashish Vaswani, Jakob Uszkoreit, Noam Shazeer, Ian Simon, Curtis Hawthorne, Andrew M. Dai, Matthew D. Hoffman, Monica Dinculescu, and Douglas 
Eck, “Music Transformer: Generating Music with Long-Term Structure,” ICLR, 2019.
Cheng-Zhi Anna Huang, Ashish Vaswani, Jakob Uszkoreit, Noam Shazeer, Ian Simon, Curtis Hawthorne, Andrew M. Dai, Matthew D. Hoffman, Monica Dinculescu, and Douglas 
Eck, “Music Transformer: Generating Music with Long-Term Structure,” Magenta Blog, December 13, 2018.

https://arxiv.org/abs/1809.04281
https://magenta.tensorflow.org/music-transformer


Visualizing Musical Self-attention
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(Each color represents an attention head)

(Source: Huang et al., 2018)

Cheng-Zhi Anna Huang, Ashish Vaswani, Jakob Uszkoreit, Noam Shazeer, Ian Simon, Curtis Hawthorne, Andrew M. Dai, Matthew D. Hoffman, Monica Dinculescu, and Douglas 
Eck, “Music Transformer: Generating Music with Long-Term Structure,” ICLR, 2019.
Cheng-Zhi Anna Huang, Ashish Vaswani, Jakob Uszkoreit, Noam Shazeer, Ian Simon, Curtis Hawthorne, Andrew M. Dai, Matthew D. Hoffman, Monica Dinculescu, and Douglas 
Eck, “Music Transformer: Generating Music with Long-Term Structure,” Magenta Blog, December 13, 2018.

https://arxiv.org/abs/1809.04281
https://magenta.tensorflow.org/music-transformer


Beyond Solo Music
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• Using MIDI program change messages

 Program numbers:  1–128 (or 0–127)

 128 instruments in 16 families

82

Representing Multiple Instruments

www.cs.cmu.edu/~music/cmsip/readings/GMSpecs_Patches.htm

(Source: Roger Dannenberg)

https://www.cs.cmu.edu/~music/cmsip/readings/GMSpecs_Patches.htm


Example: MuseNet (Payne et al., 2019)

• Data: ClassicalArchives + BitMidi + MAESTRO

• Representation: “instrument:velocity:pitch”

 Time shifts in real time (sec)

• Model: Transformer
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bach piano_strings start tempo90 
piano:v72:G1 piano:v72:G2 piano:v72:B4 
piano:v72:D4 violin:v80:G4 piano:v72:G4 
piano:v72:B5 piano:v72:D5 wait:12 
piano:v0:B5 wait:5 piano:v72:D5 wait:12 
...

Christine Payne, “MuseNet,” OpenAI, 2019.

Example of 
generated music

https://openai.com/research/musenet


• Data: Lakh MIDI Dataset (LMD)

• Representation: as shown →

• Model: Transformer

Example: Multitrack Music Machine (Ens & Pasquier, 2020)

84Jeff Ens and Philippe Pasquier, “MMM : Exploring Conditional Multi-Track Music Generation with the Transformer,” arXiv preprint arXiv:2008:06048, 2020.

(Ens & Pasquier, 2020)youtu.be/NdeMZ3y-84Q

https://www.arxiv.org/pdf/2008.06048
https://youtu.be/NdeMZ3y-84Q


• Data: Symbolic Orchestral Database (SOD)

• Representation:  “(beat, position, pitch, duration, instrument)”

 No time shift events

• Model:  Multi-dimensional Transformer

85

Example: Multitrack Music Transformer (Dong et al., 2023)

Hao-Wen Dong, Ke Chen, Shlomo Dubnov, Julian McAuley, and Taylor Berg-Kirkpatrick, “Multitrack Music Transformer,” ICASSP, 2023.

(Source: Dong et al., 2023)

Example of 
generated music

Why?

https://arxiv.org/abs/2207.06983


• Channel 10 is reserved for drums

• Encoded by MIDI pitches 35–81

• Models that support drums

 MuseNet (Payne et al., 2019)

 Song from PI (Chu et al., 2017)

 MMM (Ens and Pasquier, 2019)

 and many more…
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Drums in MIDI

(Source: Wikipedia)
en.wikipedia.org/wiki/General_MIDI
Christine Payne, “MuseNet,” OpenAI, 2019.
Hang Chu, Raquel Urtasun, and Sanja Fidler, “Song From PI: A Musically Plausible Network for Pop Music Generation,” ICLR Workshop, 2017.
Jeff Ens and Philippe Pasquier, “MMM : Exploring Conditional Multi-Track Music Generation with the Transformer,” arXiv preprint arXiv:2008.06048, 2020.

https://en.wikipedia.org/wiki/General_MIDI
https://openai.com/research/musenet
https://arxiv.org/abs/1611.03477
https://arxiv.org/abs/2008.06048


• PerformanceRNN (Oore et al., 2020)

• REMI (Huang et al., 2020)

• MuMIDI (Ren et al., 2020)

• Compound Word (Hsiao et al., 2021)

• REMI+ (von Rütte et al., 2023)

• TSD (Fradet et al., 2023)

• and so on…

The Many Representations for Music Generation

87

Sageev Oore, Ian Simon, Sander Dieleman, Douglas Eck, and Karen Simonyan, “This Time with Feeling: Learning Expressive Musical Performance”, Neural Computing and 
Applications, 32, 2020.
Yu-Siang Huang and Yi-Hsuan Yang, “Pop Music Transformer: Beat-based Modeling and Generation of Expressive Pop Piano Compositions,” MM, 2020.
Yi Ren, Jinzheng He, Xu Tan, Tao Qin, Zhou Zhao, and Tie-Yan Liu, “PopMAG: Pop Music Accompaniment Generation,” MM, 2020.
Wen-Yi Hsiao, Jen-Yu Liu, Yin-Cheng Yeh, and Yi-Hsuan Yang, “Compound Word Transformer: Learning to Compose Full-Song Music over Dynamic Directed Hypergraphs,” AAAI, 
2021.
Dimitri von Rütte, Luca Biggio, Yannic Kilcher, and Thomas Hofmann, “FIGARO: Generating Symbolic Music with Fine-Grained Artistic Control,” ICLR, 2023.
Nathan Fradet, Nicolas Gutowski, Fabien Chhel, and Jean-Pierre Briot, “Byte Pair Encoding for Symbolic Music,” EMNLP, 2023.

github.com/Natooz/MidiTok

https://arxiv.org/pdf/2002.00212
https://arxiv.org/pdf/2008.07703
https://arxiv.org/pdf/2101.02402
https://arxiv.org/pdf/2201.10936
https://arxiv.org/pdf/2301.11975
https://github.com/Natooz/MidiTok


• JSBach Chorale

• MusicNet

• Essen Folk Song Dataset

• Wikifonia

• Lakh MIDI Dataset

• MetaMIDI

• Expressive MIDI:  MAESTRO

Symbolic Music Datasets

88

https://github.com/czhuang/JSB-Chorales-dataset
https://zenodo.org/records/5120004
https://ifdo.ca/~seymour/runabc/esac/esacdatabase.html
http://www.synthzone.com/files/Wikifonia/Wikifonia.zip
https://colinraffel.com/projects/lmd/
https://www.metacreation.net/projects/metamidi-dataset
https://magenta.tensorflow.org/datasets/maestro


Symbolic Music Datasets

89muspy.readthedocs.io/en/stable/datasets/datasets.html

(Source: MusPy Documentation)

https://muspy.readthedocs.io/en/stable/datasets/datasets.html
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