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Review - Background



What is Artificial Intelligence?

Al is the study of how to make computers do things at which,

at the moment, people are better.

- Elaine Rich and Kevin Knight, 1991

{0: AlphaGo  Lee Sedol
D Z ///.\\
S A4

(Source: Britannica) (Source: The Guardian)

Elaine Rich and Kevin Knight, Artificial Intelligence. United Kingdom: McGraw-Hill, 1991.
https://www.britannica.com/topic/Deep-Blue
https://www.theguardian.com/technology/2016/mar/15/alphago-what-does-google-advanced-software-go-next

https://www.youtube.com/watch?v=PFMRDm_H9Sg
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(Source: SC2HL)


https://www.theguardian.com/technology/2016/mar/15/alphago-what-does-google-advanced-software-go-next
https://www.youtube.com/watch?v=PFMRDm_H9Sg

Al vs ML vs DL
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Algorithms that exhibit Algorithms that show Algorithms that learn
intelligent behaviors intelligence through from data using deep
like humans learning from data neural networks
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Machine Learning

Traditional Input — Algorithm — Output

\ 4

Example inputs
>[ Machine learning Model Training

Example outputs

Machine
learning

Inference
Input —_— Model —_— Output (test)




~ Components of a Machine Learning Model

Optimization Defining inputs & outputs

Improve on task T,

with respect to performance metric P,

Loss function

based on experience B, piective function)

Training data

Deep learning is almost the same as machine learning by this definition!

What's special about deep learning?



Types of Machine Learning

« Supervised learning Given pairs of example inputs and outputs
- Classification: discrete outputs

- Regression: continuous outputs

* Unsupervised learning Given only example inputs
- Self-supervised learning

- Semi-supervised learning  Given example inputs and a few example outputs

* Reinforcement learning Given scalar rewards for a sequence of actions

Many generative Al models based on self-supervised learning!



Review - Deep Learning Fundamentals



What is Deep Learning?

Output layer

neuron
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* A type of machine learning that uses deep neural networks
Input layer
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Hidden layers



Inside a Neuron S
Sigmoid function
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Neural Networks are Parameterized Functions

* A neural network represents a set of functions

Find the optimal parameters

y
\
’ (X) ' Good or bad?
J
AII the parameters Objective

W 1y wee) WL,bl, = bL
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~ Training a Neural Network

Build a neural network
(which defines a set of functions)

J y = fo(x)

l

Define the objective
(i.e., what is good for a function)

N
} Loss(0) = Z L(¥1,¥i)
K

1

Find the optimal parameters
(which leads to the best function)

J 0" = arg min L(0)
0

13



Shallow vs Deep Neural Networks - In Practice

Shallow neural nets Deep neural nets

Less expressive More expressive
(less parameter efficient) (more parameter efficient)
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Convolutional Neural Network (CNNSs)

Output
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Repeat several times Fully-connected layers



2D Convolution

Input

Kernel

Output

High activation when
the local pattern is
close to the kernel
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2D Convolution

Input Kernel Output

Low activation when
the local pattern
differs from the kernel
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Max Pooling Layer

4 1-210
-2 0 1
0 1 O
2 0 2

Downsample and keep the
strongest activation in each block
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Learned CNN Kernels in a Trained AlexNet

Top activations

Layer 1

Learned CNN kernels

Matthew D. Zeiler and Rob Fergus, “Visualizing and Understanding Convolutional Networks,” ECCV, 2014.
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https://arxiv.org/pdf/1311.2901

Learned CNN Kernels in a Trained AlexNet

Matthew D. Zeiler and Rob Fergus, “Visualizing and Understanding Convolutional Networks,” ECCV, 2014.
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https://arxiv.org/pdf/1311.2901

Learned CNN Kernels in a Trained AlexNet

‘}ﬂﬁ'l“ 7 angwisl

i

Matthew D. Zeiler and Rob Fergus, “Visualizing and Understanding Convolutional Networks,” ECCV, 2014.

("
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https://arxiv.org/pdf/1311.2901

What is an RNN (Recurrent Neural Network)?

* A type of neural networks that have loops

« Widely used for modeling sequences (e.g., in natural language processing)

RNN IS

Output C?P ?
L» A CAF—[ £~

T Combining the
> 7O memory and the input

d
JAY
CI} Memory é to make the prediction

(state)

3 i

(Source: Christopher Olah) An R N iS mOdE|

colah.github.io/posts/2015-08-Understanding-LSTMs/
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https://colah.github.io/posts/2015-08-Understanding-LSTMs/

Demystifying LSTMS

=

» }— Long-term memory module

Whether to erase -
the stored memory?

-

® Update the memory

Input (Source: Christopher Olah)

\ Combining the
memory and the input

» to make the prediction

colah.github.io/posts/2015-08-Understanding-LSTMs/ 23



https://colah.github.io/posts/2015-08-Understanding-LSTMs/

~ Training a Neural Network

Build a neural network
(which defines a set of functions)

J y = fo(x)

l

Define the objective
(i.e., what is good for a function)

N
} Loss(0) = Z L(¥1,¥i)
K

1

Find the optimal parameters
(which leads to the best function)

J 0" = arg min L(0)
0
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Common Loss Functions for Regression

L1 loss
X No activation
function!
L(B) =L({,y)
L2 loss

N
Loss(8) = ) L yi)
k
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Binary Cross Entropy for Binary Classification

- Logistic regression approaches classification like regression

N
Loss(0) = z L3Pk, yi)
K

Sigmoid function
1 %

Binary cross entropy

(Also called log loss)

~ _ —lOgj;, lfy=1
)= {—logu ~5).ify = 0

= —ylogy — (1 —y) log(1 — )

3 F\ify=1 ify=0
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Cross Entropy for Multiclass Classification

Real-valued numbers to
probability-like numbers

/\
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Loss function

Softmax
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Cross entropy

n
L(yy) =— Z yi logy;
[

N
Loss(8) = Z L(§r, Vi)
k
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Cross Entropy for Multiclass Classification

Binary Cross Entropy

Only one of them will be one!

L(yly) = 7

Y

log9 —|(1 - ylog1 =9 L@ ¥) = yllog: —|y;

n
= —Z% log y;
i
|

Log likelihood

Cross Entropy

Only one of them will be one!

log §, — - —

Yi

log i,
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~ Training a Neural Network

Build a neural network
(which defines a set of functions)

J y = fo(x)

l

Define the objective
(i.e., what is good for a function)

N
} Loss(0) = Z L(¥1,¥i)
K

1

Find the optimal parameters
(which leads to the best function)

J 0" = arg min L(0)
0
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Gradient Descent - Pseudocode

* Pick an initial weight vector w, and learning rate n

- Repeat until convergence: w;,; = w; —nVf(w;)

slope = Vf(w;) > 0

adjustment = —nVf(w;) <0

30



Forward Pass & Backward Pass
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Gradient-based Adaptive Learning Rate

- Intuition: Compensate axis that has little progress by comparing the
current gradients to the previous gradients

; [ Overview JEU
Large gradients along one

axis, small along the other

__| Gradient Arrows

| Adjusted Gradient Arrows
| Momentum Arrows

| Sum of Gradient Squared
Path

Use larger learning rate for the
axis with smaller gradien

N S \;{ ‘;’agra;
~ Gradi |ent e e
Descent D oS

\ 75 Learn Rate: 1e
\\""o>
Decay rate
.: Learning Rate: le

towardsdatascience.com/a-visual-explanation-of-gradient-descent-methods-momentum-adagrad-rmsprop-adam-f898b102325c

N4
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https://towardsdatascience.com/a-visual-explanation-of-gradient-descent-methods-momentum-adagrad-rmsprop-adam-f898b102325c

Momentum

e Intuition: Maintain the momentum to escape from local minima

mMomMeNntuM N ot

Without
momentum el

towardsdatascience.com/a-visual-explanation-of-gradient-descent-methods-momentum-adagrad-rmsprop-adam-f898b102325c
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https://towardsdatascience.com/a-visual-explanation-of-gradient-descent-methods-momentum-adagrad-rmsprop-adam-f898b102325c

Comparison of Optimizers

* Momentum
- Gets you out of spurious local minima FRSPieRECanbR Rl

- Allows the model to explore around

- SDG

= SGD with Momentum
AdaGrad
RMSprop

b — Adam

- Gradient-based adaption
- Maintains steady improvement

- Allows faster convergence

medium.com/@LayanSA/complete-guide-to-adam-optimization-1e5f29532c3d
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https://medium.com/@LayanSA/complete-guide-to-adam-optimization-1e5f29532c3d

Mini-batch Gradient Descent

* Intuition: Estimate the gradient using several random training samples

600
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Loss .,
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100

GD

0
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number of epoch

Epoch

batch size = N

analyticsvidhya.com/blog/2022/07/gradient-descent-and-its-types/

SGD
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https://www.analyticsvidhya.com/blog/2022/07/gradient-descent-and-its-types/
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Training vs Validation Losses

Loss

Training loss l

Validation loss l

Training loss l

Validation loss t

Overfitting!

¥ __ Validation

— Training

Steps

37



Review - Deep Generative Models
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Network Architectures vs Training Frameworks

Network architectures Training frameworks
Multilayer perceptron (MLP) Autoregressive
Convolutional neural networks (CNNs) Autoencoders
Recurrent neural networks (RNNs) Variational autoencoders (VAES)
Transformers Generative adversarial networks (GANS)
ResNets Diffusion models
U-Nets Consistency models
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Language

Models

 Predicting the next word given the past sequence of words

Transformer (machine learning model)

Article  Talk Read Edit View

(_ﬁl‘ransformer (gene)

Atticle  Talk

27 Add languages

Read Edit View histo

Tools v Jessively on references to primary sources. Please improve this

ndary or tertiary sources.

From Wikipedia, the free encyclopedia

Not fo be confused with Trans

Transformers (film series)

ook - scholar - JSTOR

p, 26 language

Read Edil View history Tools v
Part of a series on
Machine learning
and data mining

Paradigms

FRS Problems

Supervised learning

cience fi
!

action films based on the Tra
el Bay directed the first five live action films:

Transformers

e of the Fallen (2009), Dark of the Moon (2011), Age of
e

Article  Talk
Trans|
regul
fhes (1] From Wikipedia, the free encyciopedia
}
100U 4 e nstarmers is a series of
femal g
— - - franchise of the 1980s. 1"
Atternative splicing of the & The trf] Transformers (2007), Revenge
Transformer
Article  Talk

From Wikipedia, the Iree encyciopedia

This arficle is about the electrical device, For ather uses, see Transformer (disa

igu

Atransformer is & passive component that transfers electrical energy from one electrical

dircuit to another circuit, ar multiple circuits. A varying current in any ooil of the transformer

produces a varying magn

tic: flux in the transformer’s care, which induces a varying
ctromotive force (EMF) across any other coils wound around the same core. Electrical
anargy can be transferred between separate colls without a metallc (conductive)
cannection batween the two circuits. /s law of induction, discoversd in 1831,
deseribes the induced voltage eflect in any coil due to a changing magnetc flux encircled
by the ool

Transformers are used to change AC voltage levels, such ransformers being termed step-
up or step-down type to increase or decrease voltage level, raspactively, Transformers can
also be used to provide galv:

l-procassing circults. Since the the first
1885, transformers have becoma essential for the

 isalation between circuits as well as 1o couple stages of

ranstormer in
on, and utllization
of altemating current electric power. !l A wide range of transformer designs is encountered
elecironic and electric power applications. Transformers range in size from RF transformers.

tant-pot
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Micha! Bay (1-5)

i, wasreleased  Directed by
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received Distributed by Paramount i

|| of $5.28 billion; ~ Release date 2007-present

- formers
Dark of the Running time 1002 minutes (7 fims)

Country United States

2 issues starting in 1993. The second

Publication information
Productions from 2002 to 2004 with Publisher Marvel Comics (1884-1964)
ultipke story continuities, until the T jons

ird and fourth series have been (2002-2004)

series starting with an issus #0 in IDW Publishing (2005-2022)
in January 2006 to November 2018, it

(2023-present)

i issue #1 and concluded in June
& [being produced by IDW as well.

tarting in June 2023, kicking off the Enargen Universe. In additiog
50 been several other smaller publishers with varying degrees of success,

Abasic transformer cansisting of
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around a magnetic core
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istallation is
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open the ride.

park from the Decepticons.

The dark ride consists of motion platfc

long (610 m) track. Throughout the ride, screens up to 60 feet (18 m) high project 3D
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m-mounted vehicles which follow a 2,000-foot-

¥p, 23 language:

Taols v

fshow]
Tehow]

fshowl
fshow]
[show]
fehow]

[ride]

transformer is a

electrical device

deep learning model

type of food 1
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Language Models (Mathematically)

* A class of machine learning models that learn the next word probability

P( electrical | A transformeris a) I

P( character | A transformerisa)

P( X | X1, X2, ey Xj—1 ) P( gene |Atransformerisa)
. J

Next word Previous words

P( model |Atransformerisa)
P( food |Atransformerisa)

P( musical | A transformerisa)

- =) =) =)



Language Models - Generation

* How do we generate a new sentence using a trained language model?

A transformer is a

A transformer is a deep

A transformer is a deep learning

A transformer is a deep learning model

A transformer is a deep learning model introduced

A transformer is a deep learning model introduced in

Model

Model

Model

Model

Model

Model

deep
learning
model
introduced
in

2017
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‘ Demystifying Transformers

A transformer is a

electricaldevicet// \\ fictioncharacter'

deep learning modelt family of genes'

—  — . — —

Uniform attention A transformer is a ?
Variable attention A transformer is a ?

Transformers learn what to attend to from big data!

43



What does a Transformer Learn?

The FBI is chasing a criminal on the run .

™he FBI is chasing a criminal on the run .

The BBI is chasing a criminal on the run .
The FBI # chasing a criminal on the run .
The FBI is chasing acriminal on the run .

The FBI 18 chasing a criminal on the run.
The FBI is chasing a criminal on the run.

The FBI # chasing a criminal em the run.

The FBI is chasing a criminal on the run

The BBI is chasing @ criminal em the run.

(Source: Cheng et al., 2016)

The
agreement
Economic

LI
accord

zone
économique
européenne

été
signé
en
aodt
1992

<end>

(Source: Bahdanau et al., 2015)

Dzmitry Bahdanau, Kyunghyun Cho, and Yoshua Bengio, “Neural Machine Translation by Jointly Learning to Align and Translate,” ICLR, 2015.

Jianpeng Cheng, Li Dong, and Mirella Lapata, “Long Short-Term Memory-Networks for Machine Reading,” EMNLP, 2016.
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https://arxiv.org/pdf/1409.0473
https://arxiv.org/pdf/1601.06733

What does a Transformer Learn?

(Each color represents an attention head)

First chord

(Source: Huang et al., 2018)

Cheng-Zhi Anna Huang, Ashish Vaswani, Jakob Uszkoreit, Noam Shazeer, lan Simon, Curtis Hawthorne, Andrew M. Dai, Matthew D. Hoffman, Monica Dinculescu, and Douglas
Eck, “Music Transformer: Generating Music with Long-Term Structure,” Magenta Blog, December 13, 2018.
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https://magenta.tensorflow.org/music-transformer

Seq2seq vs Transformers

Seqg2seq

I Efo rmation (::) (:or:g) (hiHe) (\Sri)
ottleneck y . 2 <€0S>
[ R I
I s I s B e B
o
| love you o

Transformers
( transformer i a \
I
query
key %
value
Attentiof
score
\

ey
D

Large GPU memory required

Prediction
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Comparison of Deep Generative Models

Compression ... .

VAE: maximize X Encoder z Decdd.g’r i
variational lower bound g (2[x) Do (x|z)
Can infer z from x
Need extra work to
infer z from x 3
GAN: Adversarial / " Discriminator Generator | |3 |
£ X X z X
training D(x) G(2) :
Need to train
an extra network
No compression
Diffusion models:_ X0 - X1 - Xo . .| Z
Gradually add Gaussian - - - - - - - === cm=-  Mne Bes U

noise and then reverse

lilianweng.github.io/posts/2021-07-11-diffusion-models/

Multi-step sampling

(Source: Weng, 2021)
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https://lilianweng.github.io/posts/2021-07-11-diffusion-models/

Autoencoders

* A neural network where the input and output are the same

/\

X
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» Reconstruction loss <




Discriminative

Discriminative models learn
the decision boundary

P(ylx)

Discriminative vs Generative Models

Generative

OO0 O
o 900

Generative models learn the
underlying distribution

P(x) or P(x|y)
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Generating Data from a Random Distribution

Random distribution Data distribution
O o ©
500 O o
O O olle) e
@) @)
0 © O
O O O o O
P(2) P(x)

If we can learn this mapping, we can easily
generate new samples from the data distribution
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Variational Autoencoders (VAES) - Training

| » Reconstruction loss <« ‘

Bﬁ

I e

| e
L Piiromgag

KL divergence

P(x)
O O O
c?o
O O
P(z)

Diederik P Kingma and Max Welling, “Auto-Encoding Variational Bayes,” ICLR, 2014.
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https://arxiv.org/pdf/1312.6114

Variational Autoencoders (VAES) - Generation

Diederik P Kingma and Max Welling, “Auto-Encoding Variational Bayes,” ICLR, 2014.
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https://arxiv.org/pdf/1312.6114

Decoding the Latent Space of a VAE

LIUYVVVVIVAIQAQAIQAQAQAQAQQQQO
SNCYUYUIAAVA[VDRVYLSQULQUAAQAAQAQAQQ0O
NS AIVQAAAQAQAQAQAQAQQQO 00
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—_amaaNNMEEEEEOOOO O
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—— DD D" T
—_— - rrrrrTTogT
—— OO T

Data space

Latent space

(Source: tensorflow.org)
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https://www.tensorflow.org/tutorials/generative/autoencoder

Comparison of Deep Generative Models

VAE: maximize

Encoder

X Z
variational lower bound q4(2[x)
GAN: Adversarial < | b5l Discriminator
training D(x)
Diffusion models:_ X0 - X1 - Xo .
Gradually add Gaussian - - - - PR bl ) U

noise and then reverse

lilianweng.github.io/posts/2021-07-11-diffusion-models/

(Source: Weng, 2021)

Decoder

Generator

\ 4

po(x|2)

G(z)
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https://lilianweng.github.io/posts/2021-07-11-diffusion-models/

A Loss Function for Distributions

Random distribution Data distribution

O
O
o ~C

O ' gIRO
O
OO
OO

P(z) P(X) P(x)

Unfortunately, no easy way to measure
the difference between two distributions

But what about another neural network!?
55



Generative Adversarial Nets (GANS) - Training

The generator aims to make the fake
samples indistinguishable from the
real samples for the discriminator

Random noise Fake samples

@ Gen G(2)

log(1 — Dis(Gen(z)))

A 4

X~Px

Real samples

lan J. Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David Warde-Farley, Sherjil Ozair, Aaron Courville, and Yoshua Bengio, “Generative Adversarial Networks,” NeurlPS,

2014,

The discriminator aims to
tell the fake samples
from real samples

Real/fake

log(1 — Dis(x)) + log(Dis(Gen(z)))
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https://arxiv.org/pdf/1406.2661

Generative Adversarial Nets (GANS) - Generation

Random noise
750
O
P(z) O %
O

0O
OO

Z~pPz

Gen

Fake samples

A 4

G(2)
MW\

Real/fake

o)

e

Real samples

X~Px

o]

:@

lan J. Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David Warde-Farley, Sherjil Ozair, Aaron Courville, and Yoshua Bengio, “Generative Adversarial Networks,” NeurlPS,

2014,
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https://arxiv.org/pdf/1406.2661

Interpolation on the Latent Space

Latent space

(Source: Brock et al., 2019)

Data space

Andrew Brock, Jeff Donahue, and Karen Simonyan, “Large Scale GAN Training for High Fidelity Natural Image Synthesis,” /ICLR, 2019.
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https://arxiv.org/pdf/1809.11096

Comparison of Deep Generative Models

VAE: maximize

Encoder

X Z
variational lower bound q4(2[x)
GAN: Adversarial < | b5l Discriminator
training D(x)
Diffusion models:_ X0 - X1 - Xo .
Gradually add Gaussian - - - - PR bl ) U

noise and then reverse

lilianweng.github.io/posts/2021-07-11-diffusion-models/

(Source: Weng, 2021)

Decoder

Generator

\ 4

po(x|2)

G(z)
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https://lilianweng.github.io/posts/2021-07-11-diffusion-models/

Diffusion Models

- Intuition: Many denoising autoencoders stacked together

Denoising
p9 Xt— 1|Xt
Xt|Xt 1) e '
DIfoSIOn (Source: Ho et al., 2020)

Jonathan Ho, Ajay Jain, and Pieter Abbeel, “Denoising Diffusion Probabilistic Models,” Neur/PS, 2020.
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https://arxiv.org/abs/2006.11239

Diffusion Models - Training

- Intuition: Many denoising autoencoders stacked together

Denoising
pe(xt 1|Xt) @
(Xt|Xt 1
\ Diffusion
¥

Added noise

Jonathan Ho, Ajay Jain, and Pieter Abbeel, “Denoising Diffusion Probabilistic Models,” Neur/PS, 2020.

MSE loss

(Source: Ho et al., 2020)
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https://arxiv.org/abs/2006.11239

Diffusion Models

- Intuition: Many denoising autoencoders stacked together

Remove noise gradually
(Backward diffusion process)

=
Usually, T > 1000

pGXt1|Xt
= O @ —~Cp

\__—’

(Source: Ho et al., 2020)

Add noise gradually
(Forward diffusion process)

Jonathan Ho, Ajay Jain, and Pieter Abbeel, “Denoising Diffusion Probabilistic Models,” Neur/PS, 2020.
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Diffusion Models - Generation

Remove noise gradually
(Backward diffusion process)

Coarse shapes
(low-frequency components)

(Source: Ho et al., 2020)

Jonathan Ho, Ajay Jain, and Pieter Abbeel, “Denoising Diffusion Probabilistic Models,” Neur/PS, 2020.

Fine detalls
(high-frequency components)
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Discussions
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Discussions

* Why do we need machine learning?
« When should we use deep learning?

- When can’t we use deep learning?

 Should we choose the best model based on validation loss or accuracy?
* Which generative model works best?

* Is overfitting always an issue?
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\ Data j \ Model j

What we'll talk What we've been
about next! focused on!

\_

Use Case j

What we'll talk
about next!
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