REGen: Multimodal Retrieval-Embedded Generation for Long-to-Short Video Editing
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Overview

Generating shorts from long videos allows 1) audiences to
digest information in a more engaging way and 2) content
creators promote their long video contents.

Challenges

 Extractive methods stitch together video clips extracted
from the input video, yet this may produce disjointed
videos that do not together convey a coherent story.

« Abstractive approaches synthesize new narratives and
even new scenes, but these methods cannot insert
extracted video clips from the input video to support the
generated narrative.

Contributions

« We propose a new retrieval-embedded generation
(REG) framework that allows an LLM to quote multimodal
resources while maintaining a coherent narrative.

« We propose REGen, a novel long-to-short video editing
model for generating shorts that feature a coherent
narrative with embedded video insertions extracted
from a long input video.

DocumentaryNet

* 1,269 high-quality documentaries (600+ hours)

Sources: DW Documentary, Public Broadcasting Service
(PBS), and National Geographic

- Annotations: Metadata, audio tracks (separated into
music, sound effect, and dialogue), and dialogue
transcription with timestamps
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Transcribed script
00:03-00:17 Narration

00:20-00:28 Interview
00:30-00:39 Narration

00:42-00:52 Interview

00:56-00:60 Narration

Story script

Saba Hamed lives in Ceuta, a Spanish autonomous
community on the north African coast. For weeks,

people have been trying to break through to Spain
from Morocco. <QUOTE> It's resulting in a crisis. ...

Learning to Quote a Video

Method
REGen

Extracted quotable video clips

Extracted frames

Saba Hamed's house has become a gathering place,
because she's taken it upon herself to help refugees.
Saba is Spanish, but has Moroccan roots and speaks

Quote

Arabic. Her door is always open to everyone.

These folks wander aimlessly through the city, sleep enerator

outdoors, on the beach, in huts. It's bad. &

At her home, there's a room full of clothing that

refugees are welcome to take and use.
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Output short video

All these clothes here were delivered the day before
yesterday. All of these shirts, pants, underwear, socks,
shoes, everything.

Bilal Hanouti comes here every day and is thankful for
the offer.

Clip Fitness
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Script Generation Methods

Before fulfillment After fulfillment
Model Tokens QCR (%) QDI Tokens R-1 R-2 R-L G-Eval
Random extraction 98 11.71 235 0.27 004 0.12 056 £0.02
ETS 96 1.96 340 0.21 0.03 0.11 0.81£0.01
A2Summ [4] 96 3.98 172 0.27 0.03 0.13 042 +0.01
TeaserGen [11] - - - 304 0.21 0.03 0.11 0.85£0.01
GPT-40-DQ 292 98 4.02 402 0.22 0.05 0.12 0.77 £0.01
GPT-40-SP-DQ 631 100 22.33 1372 0.13  0.03 0.07 0.75 £0.01
REGen-DQ 153 76 2.31 210 0.28 0.05 0.13 043 +0.02
REGen-IDQ-T 08 67 1.98 172 0.25 0.04 0.13 0.57£0.02
REGen-IDQ-TV 98 67 1.98 179 0.25 0.04 0.13 0.59 £0.01
Ground truth 82 3.02 121 0.62 £ 0.03
Quote Retrieval Methods

Similarity Recall@1 Recall@5 Recall@10 Insertion
Retriever measure (%) (%) (%) effectiveness
Random 0.00 £ 0.00 0.28 +0.48 7.22 £ 5.54 3.08 £ 0.25
GPT-4o0 infilling Text only 278 £048 1389+ 127 22504144 248 +£0.31
QuoteRetriever-T Text only 5.00 17.50 30.00 3.56 + 0.22
QuoteRetriever-TV  Text+Visual 5.00 15.00 23.33 3.49 4+ 0.26

Documentary Teaser Generation

Dur Interview F1 SCR  REP
Model (sec) ratio (%) (%) (%) (%) VTGHLS CLIPS-I CLIPS-N
Random extraction 101 56 4+ 20 1.10 20.71 041 0.83 0.55 0.62
ETS 142 34+16 192 13.65 4.49 1.06 0.64 0.60
A2Summ [4] 13 42 £+ 25 1.70 1420 1.73 0.89 0.56 0.63
TeaserGen [11] 155 - 1.64 22,61 21.38 0.80 - 0.67
GPT-40-DQ 151 42+ 42 1.56 16.55 20.75 1.01 0.58 0.42
GPT-40-SP-DQ 619 61 +£17 207 1238 18.33 1.02 0.62 0.62
REGen-DQ 95 37 £+ 26 1.45  19.13 10.35 1.05 0.48 0.57
REGen-1DQ-T 77 35 + 31 1.89  19.79 10.02 1.03 0.41 0.57
REGen-IDQ-TV 31 35+ 31 1.90 19.86 9.70 1.02 0.39 0.57
Ground truth 76 54 4+37 69.000 27.60 > 7.86 <0.98 0.43 0.57
Model Coherence!  Alignment?  Realnesst  Interview effectiveness?
A2Summ [4] 2772 +024 287+£026 2.67+0.23 3.074+0.24
TeaserGen [11] 3224023 2924024 2.86+0.23 -
GPT-40-SP-DQ  3.08 £0.24 3.234+0.25 2.81+0.25 3.32 £0.25
REGen-DQ 297027 3.031+£0.27 275+ 0.30 3.33 + 0.29
REGen-IDQ-TV 329 +0.24 3.30 +£0.26 3.05 £+ 0.25 3.25 £+ 0.30
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