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TeaserGen Results

Teasers are an effective tool for promoting content in 
entertainment, commercial and educational fields.

Challenges

• Input:  Require long-range multimodal modeling

• Output:  Maintain audiovisual alignments; manage 
scene changes; preserve factual accuracy

Contributions

• We propose DocumentaryNet, a publicly-available 
dataset consisting of 1,269 high-quality 
documentaries paired with their teasers.

• We propose TeaserGen, a narration-centered teaser 
generation system that can compress >30-min 
documentaries into <3-min teasers.

DocumentaryNet

TeaserGen-LR: Learning-based approach

TeaserGen-PT: Interval-based approach

Narration generation

• Transcribe the documentary’s 
narration

• Split it into 10 segments (3900 
words each on average)

• Summarize each segment in one 
sentence using GPT-4o

• Rewrite the 10 summaries into a 
story-like teaser narration with 
an ending question using GPT-4o

• Synthesizes the generated teaser 
script into audio using a text-to-
speech model

Objective evaluation results

• 1,269 high-quality documentaries (600+ hours)

• Sources: DW Documentary, Public Broadcasting 
Service (PBS), and National Geographic

• Annotations: Metadata, audio tracks (separated into 
music, sound effect, and dialogue), and dialogue 
transcription with timestamps

Subjective evaluation results

Qualitative examples

Two-stage system

• Generate the teaser narration 
from the transcribed narration

• Select relevant visual content to 
accompany the teaser narration
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An example of DocumentaryNet
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