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Can you? (I, Robot, 2004)

Can a robot take a blank canvas
and turn it into a masterpiece';;;‘-




Music & Technology Co-evolves
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Hildegard Dodel, Public domain, via Wikimedia Commons.
Taken at Hamamatsu Museum of Musical Instruments, August 2019.
yan, CC BY-SA 4.0, via Wikimedia Commons.


https://creativecommons.org/licenses/by-sa/4.0

° (Source: Sankei Shimbun)
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(Source: Yamaha)

(Shlizerman et al., 2019)

(Source: Robot Gizmos)

yamaha.com/en/news_release/2018/18013101/
sankei.com/article/20240113-CQCOSQHJWEIYP|JKZDCITRTRVI/
roboticgizmos.com/shimon-musical-robot-deep-learning/ (Source: NBC DFW)
nbcdfw.com/entertainment/the-scene/how-verdigris-ensemble-is-using-ai-to-create-a-new-concert-experience/3366031/

Shlizerman et al., “Audio to Body Dynamics,” Proc. CVPR, 2018.
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Generative Al for Content Creation

(Source: UploadVR)

(Source: Daily Bruin)

Universitaetsmedizin, CC BY-SA 4.0, via Wikimedia Commons
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descript.com/blog/article/what-is-the-best-audio-interface-for-recording-a-podcast
denverpost.com/2019/08/02/colorado-symphony-movie-scores-harry-potter-star-wars/
dailybruin.com/2023/08/04/theater-review-the-musical-les-misrables-offers-stellar-displays-and-impassioned-vocals
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Art challenges Technology

ﬂ Augmenting Human Creativity @

Music with Al Al

Technology inspires the Art



My Research on Al for Music

- Multitrack music generation (AAAI 2018, ISMIR 2018, ISMIR 2020, ICASSP
2023, ISMIR 2024, AIMG 2024)

Text-to-symbolic music generation (ISMIR LBD 2024, arXiv 2024)
Expressive violin performance synthesis (ICASSP 2022, ICASSP 2025)

Music instrumentation (ISMIR 2021)
Music harmonization (JNMR 2020)

Music LLM (NLP4MusA 2024, ICASSP 2025)
Choral music separation (ISMIR 2022)

 Optical music recognition (ISMIR 2021)
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Generating Text using Language Models

* Predicting the next word given the past sequence of words

Transformer (machine learning model)

Article  Talk

(ErTransformer (gene)

Atticle  Talk

Read Edit View histo

27 Add languages

ndary or tertiary sources.

From Wikipedia, the free encyclopedia

Transformers (film series)
Not to be confused with Transforr
Article  Talk

Trans!

temative splicing of the &

Transformer

Aricie Talk

From Wikipedia, the Iree encyciopedia

This arficle is about the electrical device, For ather uses, see Transforr

iguation,

Atransformer is & po

compenent that transfers elecirical energy from one electrical

dircuit to another circuit, ar multiple circuits. A varying current in any ooil of the transformer
produces a varying magn

ic flux in the transformer's core, which induces a varying
cromotive force (EMF) across any other coils wound around the same core. Electrical
energy can be transfered betwsen separate coils without a metallic (conductive)
connection between the two circuits.

law of induction, discovered in 1831,
deseribes the induced voltage eflect in any coil due to a changing magnetc flux encircled
by the cail,

Transformers are used la change AC voltage levels, such ransformers being termed step-
up or step-down type to increase or decrease voliage level, respeciively. Transformers can
also be used to provide galv

 isalation between circuits as well as 1o couple stages of Abask wansformer consisting of
twio colls of capper wire wrapped

around a magnetis core

Lprocessing circults. Since the the first
1885, transformers have become essential for the

tant-poter
distribution, and utlization
of altemating current electric power. !l A wide range of transformer designs is encountered

nsformer in

elecironic and electric power applications. Transformers range in size from RF transformers less than a cubic cenfimeter in
i, 1o units weighing hundreds of tons used to intercannect the power grid

ners (2007), Revenge of the Fallen (2009), Dark of the Moon (2011), Age of
e served as a producer

A 108 languages'

Read Edit Viewhistory Tools v

]

stallation is

" — . ——
open the ride.

images of various Transformers characters as the Ac

as the first to

The dark ride consists of motion platform-mounted vehicles which foliow a 2,000-foot-
long (610 m) track. Throughout the ride, screens up to 60 feet (18 m) high project 3D

obots attempt to protect the

t.wasreleased  Directed by
e Jr. was.

Jorks Pict Based on
\as received
recived Distributed by

| of 55.28 billion;  Release date
Dark of the Running time
2 issues starting in 1993. The second
Prox 15 from 2002 1o 2004 with
witiple story continuities, until the

ird and fourth series have been

series stariing with an issue #0 in

in January 2006 to November 2018

i issue #1 and concluded in June
being produced by IDW as well.

3p 26 language®

Read Edil View history
From Wikipedia, the free encyciopedia
-t — i Transformers is a series of science fiction aclion films based on the Tran
W S —_—r Transformers
s (< ppe = franchise of the 1980s.I" 2| Bay direcied the first five live action films:

Tools v

¥p, 23 language:

Read Edit View hi

Tools v Jessively on references to primary sources. Please improve this

toaks - schalar - JSTOR

Part of a series on

Machine learning

and data mining
Paradigms

ERS Problems [show]

Lopo used for the first three films in the series

Michas! Bay (1-5)
ight ()

Paramount Pk

2007-prasent
1002 minutes (7 fime)
Country United States

Publisher

Transformers comics starting in June 2023, kicking off the
50 been several other smaller publishers with varying degrees of success,

Supervised learning [show]
J1asa ncation - regression)

show
35 6 languag [z

[show]

View history  Tools v Y [show]
fehow]
[ride]
formers
EsN

‘omics (1884-1994)

(2002-2004)
D!

Publishing (2005-2022)
yhound Entertainment

(2023-present)

gn Universe. In additiog

Taols v

A transformer is a

electrical device

deep learning model

type of food 1

fiction character

family of genes

musical instrument

10



Generating Text using Language Models

- How do we generate a new sentence with a language model?

A transformer is a — | Model [ — deep

A transformer is a deep — | Model | — learning
A transformer is a deep learning — | Model | — model

A transformer is a deep learning model — | Model | — introduced
A transformer is a deep learning model introduced — | Model | — in

A transformer is a deep learning model introduced in  — | Model | — 2017
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Designing a Machine-readable Music Language

» We represent a music piece as a sequence of “super words”

X = (Xq,...,X,)

 Each super word x; encodes:

_ r..type
X; = (7", ) X; , X; , X

beat . position _pitch _duration _instrument)

Specify note & instrument information

- Start of song
— Structural Start of notes
L End of song
~ Instrument
Data | Note

2000,
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An Example of the Proposed Representation

Structural events

er (0, ©, 0, 0, 0, 0) | Start of song|
§ o3 (1, o, o, ©, 0o, 15) | Instrument: accordion
B g SE==rr (1, o, 9, @, 0, 36)  Instrument: trombone Instrument events
g > o e e i e o (1, @, o, o, o, 39) | Instrument: brasses
5?35 ft ot (2, 6, 0, 0, 0, ©0) | Start of notes|
3% O O O O O (3, 1, 1, 41, 15, 36) Note: beat=1, position=1, pitch=E2, duration=48, instrument=trombone
© 24 (3, 1, 1, 65, 4, 39) Note: beat=1, position=1, pitch=E4, duration=12, instrument=brasses
é § SEET (3, 1, 1, 65, 17, 15)  Note: beat=1, position=1, pitch=E4, duration=72, instrument=accordion
g " gE o (3,1, 1,68, 4, 39) Note: beat=1, position=1, pitch=G4, duration=12, instrument=brasses
SE (3, 1, 1, 68, 17, 15) Note: beat=1, position=1, pitch=G4, duration=72, instrument=accordion Note
i ‘gng e (3, 1, 1, 73, 17, 15) | Note: beat=1, position=1, pitch=C5, duration=72, instrument=accordion events
g > = i o o o e (3, 1, 13, 68, 4, 39) Note: beat=1, position=13, pitch=G4, duration=12, instrument=brasses
& = SET=T 11 (3, 1, 13, 73, 4, 39) Note: beat=1, position=13, pitch=C5, duration=12, instrument=brasses
S > U O (3, 2, 1, 73, 12, 39) Note: beat=2, position=1, pitch=C5, duration=36, instrument=brasses
@ CTEEEI I (3, 2, 1, 77, 12, 39) Note: beat=2, position=1, pitch=E5, duration=36, instrument=brasses
Gl i i

12345678 ..
time (beat) [(4, 0, ©, ©, ©, ©) | End of song |




An Example of the Proposed Representation

S i (0, ©, 0, .0, 0, 0)|| Start of song
5 _ 2L ; (1, o, 9, #9, 9, 15)| Instrument: accordion
g g g‘g‘g——— """ = (1, 2, o, §9, 0, 36)| Instrument: trombone
g Cik . (1, 2, ©, B9, 09, 39)| Instrument: brasses

&1 EEE e (2, 6, 0,0, 0@, 0)|| Start of notes

Cg%:" i (3, 1, 1, @1, 15, 36)| Note: beat=1, position=1, pitch=E2, duration=48, instrument=trombone
v gg: i (3, 1, 1, B5, 4, 39)| Note: beat=1, position=1, pitch=E4, duration=12, instrument=brasses
é S Sk i (3, 1, 1, p5, 17, 15)| Note: beat=1, position=1, pitch=E4, duration=72, instrument=accordion
g = BT (3, 1, 1, B8, 4, 39)| Note: beat=1, position=1, pitch=G4, duration=12, instrument=brasses

S (3, 1, 1, B8, 17, 15)| Note: beat=1, position=1, pitch=G4, duration=72, instrument=accordion

b 3, 1, 1, §3, 17, 15 Note: beat=1, position=1, pitch=C5, duration=72, instrument=accordion
c C7 1 H
S ] i (3, 1, 13, B8, 4, 39)| Note: beat=1, position=13, pitch=G4, duration=12, instrument=brasses
3 5§ a7 = (3, 1, 13, W3, 4, 39)| Note: beat=1, position=13, pitch=C5, duration=12, instrument=brasses
w 5 CB . . . - .
el 3, 2, 1, §3, 12, 39)| Note: beat=2, position=1, pitch=C5, duration=36, instrument=brasses
© Cl
@ orrrr i 3, 2, 1,W7; 12, 39 Note: beat=2, position=1, pitch=E5, duration=36, instrument=brasses

E_% A 1 A i i A 1

12345678 i
time (beat) (4, 0o, 5 s, 0, )| End of song
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Multitrack Music Transformer (MMT)

» A decoder-only transformer model

* Predicts six fields at the same time

 Trained autoregressively

| Note-by-note |

xtype xbeat xposition xpitch xduration xinstrument

'
[ Embedding ][ Embedding ” Embedding ][ Embedding ][ Embedding ][ Embedding ]
| | | |

Positional encoding @—bea

4 g

A
Masked multi-head
self-attention

NXx fan
transformer WV
decoder block i
Feedforward l
fan)
\_ b J
v ' v v v
[ Dense ][ Dense ][ Dense ][ Dense ][ Dense ][ Dense ]
v v v
[ Softmax ][ Softmax ][ Softmax ][ Softmax ][ Softmax ][ Softmax ]
fti’pe fbiat fposition fpitch fdurttion finstrtment
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Symbolic Orchestral Database (SOD)

5,743 orchestral pieces (357 hours in total)

 Contains various ensembles: choir, string quartet, symphony, etc.

16



Example Results

Unconditional
generation

17



Three Sampling Modes

Unconditional generation Instrument-informed generation

(o, ) | Start of song

- 3 3 2
Input [, &, 8, 6, @, ©) |Start of song] @, o, @, @, o, 15) | Instrument: accordion
|nput (1, ¢, @, @, ©, 36) | Instrument: trombone
(1, o, ©, ©, @, 39) | Instrument: brasses
(2, 8, 0, 0, O, 0) | Start of notes

N-beat continuation

(01 > ] 3 3 ) Start of song
(1, 2, o, @, @, 15) | Instrument: accordion
(1, ¢, @, ©, @, 36) | Instrument: trombone
(1, o, ©, ©, @, 39) | Instrument: brasses
(2, &, o, @, @, 0) |Start of notes
(3, 1, 1, 41, 15, 36) Note: beat=1, position=1, pitch=E2, duration=48, instrument=trombone
InpUt (3, 1, 1, 65, 4, 39) Note: beat=1, position=1, pitch=E4, duration=12, instrument=brasses Onl ne e ds t 0
(3; 3, , 65, 17, 15) Note: beat=1, position=1, pitch=E4, duration=72, instrument=accordion y

1, I
15 X
I
(3, 1, 1, 68, 4, 39) Note: beat=1, position=1, pitch=G4, duration=12, instrument=brasses .
(3, 1, 1, 68, 17, 15) Note: beat=1, position=1, pitch=G4, duration=72, instrument=accordion tra I n ON E mOdeI!
(3, 1, 1, 73, 17, 15) Note: beat=1, position=1, pitch=C5, duration=72, instrument=accordion
(3, 1, 13, 68, 4, 39) Note: beat=1, position=13, pitch=G4, duration=12, instrument=brasses
(3, 1, 13, 73, 4, 39) Note: beat=1, position=13, pitch=C5, duration=12, instrument=brasses

!



Example Results

Unconditional Instrument-
generation informed generation

church-organ, viola,
contrabass, strings,
voices, horn, oboe

OttoPilot33, “Eine Kleine Nachtmusik - By My MIDI Virtual Orchestra.” YouTube, 2019.

4-beat continuation

Mozart's
Eine kleine Nachtmusik

19


https://youtu.be/_g8iCdY34jc

The Magic of Transformers - Self-attention Mechanism

A transformer is a

electricaldevicet// \\ fictioncharacter'

deep learning modelt family of genes'

—  — . — —

Uniform attention A transformer is a ?
Variable attention A transformer is a ?

Transformers learn what to attend to from big data!

20



Visualizing Musical Self-attention (Huang et al., 2018)

(Each color represents an attention head)

—— - . — [ F SRTNIRIE 0 F P 000 0 0 0

— ----.-'.l-lll-l II =— - 1 --.-.-= = = : - - m —_ 1‘ N -.-....l.l.l= —_— __-Irlrl.-.l --_

- - ——— m mmmEm o - —— e o e R T = N .
: T e e en e — - L _- -------- — . 8 ¢ 2R R RO B B | L | -: _- — - HE N EEE N N BN NI EEENEm

— —_— — —----.-l-:: _- :__l.-.---_ -__-::::: _- - — — i o . |

(Source: Huang et al., 2018)

Cheng-Zhi Anna Huang, lan Simon, and Monica Dinculescu, “Music Transformer: Generating Music with Long-Term Structure,” Magenta Blog, December 13, 2018.

21


https://magenta.tensorflow.org/music-transformer

Visualizing Musical Self-attention (Huang et al., 2018)

(Each color represents an attention head)

First chord

(Source: Huang et al., 2018)

Can we go beyond case studies?

Cheng-Zhi Anna Huang, lan Simon, and Monica Dinculescu, “Music Transformer: Generating Music with Long-Term Structure,” Magenta Blog, December 13, 2018.
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https://magenta.tensorflow.org/music-transformer

Systematically Analyzing Musical Self-attention

» We proposed two new quantities for measuring mean relative attention

,.Y(d) _ ZXED ZS>'{; a’s,t(x) ]]-$T(5d) _:B‘(Sd):k ﬁ/(d) _ fy(d) B ZXED ZS)t ]].mgd) _m‘(sd):k
' ZXED Zs>t As,t (X) - g ZXED Zs>t 1

« The MMT model attends more to notes

that are 4N beats away in the past tha'g T & e i & octave Sbove
which forms a consonant interval

Positive and negative mean relative attention gain

Positive and negative mean relative attention gain
same pitchx_ 4thx_ ~5th . 8th (octave)

* * * * * * * * * 1
14 _
2 1 2
g 2] [ | 5 5
15
272 4 ET 4 -
= @© =1 I
8L 5 £ 97
=z 61 [ | = 61
7 7 ]
8 ] 8 _I T T T T T T T T T
-40 36 32 -28 -24 20 -16 -12 -8 -4 0 4 -25 -20 -15 -10 -5 0 5 10 15 20 25

Pitch difference

~
@]
—

Beat difference

~
)
~—



Summary

- State-of-the-art orchestral music generation model
 Presented the first systematic analysis of musical self-attention

* Showed that MMT learns a relative self-attention for beat and pitch

Multitrack Music Transformer Musical Self-attention Paper: arxiv.org/abs/2207.06983
Demo: salu133445.github.io/mmt/
S s S ST I LI - Code: github.com/salu133445/mmt
¥
.
[ !
= |
@ T adtee 00 .
UCSan Diego
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https://arxiv.org/abs/2207.06983
https://salu133445.github.io/mmt/
https://github.com/salu133445/mmt

ISMIR2021

/7/” ‘I‘\‘\.

Towards Automatic Instrumentation by
Learning to Separate Parts in Multitrack Music

Hao-Wen Dong' Chris Donahue? Taylor Berg-Kirkpatrick!  Julian McAuley'

" University of California San Diego 2 Stanford University

-
(] ‘
7 p S
7 - e * \
N A3 . ¥ 3
. —t ER
) =N |
B De) J
4

UCSanDiego  Stanford
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Automatic Instrumentation

- Goal: Dynamically assign instruments to notes in solo music

Intelligent musical instruments Assistive composing tools

s & o & okl

Bass Guitar Piano Strings

NN o
AVA

How can we acquire paired data?

26



Learning Automatic Instrumentation without Paired Data

Training Inference
Multitrack = Mixture Iﬂl
dataset gy =: =: = =z -
Multitrack h o/ é{,?'//lxy} }
=: =: = =z - Part Separation
— ——, Model
1 [Part Separation] /
- Model i ' ,§}
Mixture MI 0“ € Multitrack & 0/ é}/,f/'o/




Online vs Offline Models

Online models

Can only look at the past
« LSTMs
 Transformer decoders

< & o &

Bass Guitar Piano Strings

Offline models

Can look at both the future and the past
« BiLSTMs
« Transformer encoders

28



Representation & Datasets

A sequence of notes specified by
* Time Onset time (in time step) )
* Pitch Pitch as a MIDI note number
- Duration  Note length (in time step)

\ Representing music in a

- Frequency Frequency of the pitch (in Hz) machine-readable format

- Beat Onset time (in beat)

- Position Position within a beat (in time step)

Dataset Hours  Files Notes  Parts Ensemble Most common label
Bach chorales [31] 3.23 409 96.6K 4 soprano, alto, tenor, bass bass (27.05%)

String quartets [32] 6.31 57 226K 4 first violin, second violin, viola, cello first violin (38.72%)
Game music [33] 45.05 461K 246M 3 pulse wave I, pulse wave 11, triangle wave  pulse wave Il (39.35%)
Pop music [34] 1.02K 162K 63.6M 5 piano, guitar, bass, strings, brass guitar (42.50%)




Example Results

* Produce alternative convincing instrumentations for an existing
arrangement

piano, guitar, bass, strings, brass

Original == =T T =i i ffiiiii== = == —~ (
..

LSTM =: - =T =i i iiiiiii== —=i: Si——— —
(w/0 entry hints) o N o o S — -
k — am — = o omm omm omm - - — — — —
~ — -

BILSTM = L - =iz iiiiii:i == SiT=——x —
(w/ entry hints) o o - . AR
k — - - = — = _____—_—--_____-______
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MOre RQSUltS Bach chorales

Musical
score

Ground Game music

truth

Online
LSTM —
prediction - -

Ground — T "
truth T

‘ Online s e
Offline —_—— . - LSTM _— . T T —
BiLSTM = — = - . ) ) e e

. dicti —_ ———— prediction
String quartets preciction

(Audio available. ! Colors: soprano, alto, tenor, bass.) O.fﬁine e e e ]
BiLSTM e e e T LT o N R

e ; Fo ro Fo - prediction : : - . -
Wﬁ“%\ A A 70 A A N S = = |
bd e - - - - M 4 b
o =R g 2 b e [ — q [EsFE =1
| | i : o = £ | | i

(Audio available. ! Colors: pulse wave I, pulse wave 11, triangle wave.)

Musical
score

= = Pop music

Mixture — """t —— __ ____ _-__:: ____________________ i ___________________ i T — — - —-— —
(input) TS —_— - =T e e = == —- = — . = =
— — e Ground = z = S
-------- - = = T truth - L
Ground <=~ T —— L T T e L T e - - - - =
Srooed T e R Wl e S e e = - ==
_ T Online = —: . == = —= : —_= ==
Online e _— T e e L LST™M . ) '
LSTM .. ... —------- — e b hbE Sttt REGREE I prediction  _ _ - R T -
prediction —_— — 7 — — - —
ofine | - - — — —— Offline = — T = ===
ine - — T ——— . —— o . - P ———=r o= .
BiLSTM . -------- = - S e =il RELE R BILS.TM -
prediction _— = =7 p— —_— i predicion .~ — _ --

(Audio available.! Colors: first violin, second violin, viola, cello.) (Audio available. L' Colors: piano, guitar, bass, strings, brass.)

=



Summary

* First ever machine learning model for automatic instrumentation

- Potential applications in assistive creation tools and intelligent keyboards

Multitrack =
dataset |\ Paper: arxiv.org/abs/2107.05916
l Demo: salu133445.github.io/arranger
Code: github.com/salu133445/arranger
Multitrack h(é{%g S 4
l [Part Separation ]
Mixture m Model

]

- UCSanDiego  Stanford
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https://arxiv.org/abs/2107.05916
https://salu133445.github.io/arranger
https://github.com/salu133445/arranger

Generating Multi-instrument Music using GANS (AAAI 2018)

Multitrack Piano Roll

Bass B
Drums _

i
Strings : efmimdes L TR 1 T wTlE=i
Guitar == =_"__"—__ﬁ__—_—1:“. ————
Piano - == = e == _ it

MuseGAN Generator

0

g;

Bar Generath

P RARE

ACADEMIA SINICA

I

Hao-Wen Dong, Wen-Yi Hsiao, Li-Chia Yang, and Yi-Hsuan Yang, “MuseGAN: Multi-track Sequential Generative Adversarial Networks for Symbolic Music Generation and

Accompaniment,” AAA/, 2018.



https://arxiv.org/pdf/1709.06298
https://arxiv.org/pdf/1709.06298

MuseGAN Features in AWS DeepComposer (2020)

ﬂWS DeepComposer Models Train a model

Train a model

Generative algorithm info > e | | | G

' 2
MuseGAN U-Net =P
ALl m often used for complex music structures U-Net is the distinguishing
| =
|
512

- 32- key, ave keyboard

Input noise

= — g aws

Choose a generative algorithm to train a model

4/,

|IIIIII‘|

AWS

amazon.com/dp/B07YGZ4V5B/
Julien Simon, “AWS DeepComposer - Now Generally Available With New Features,” AWS News Blog, April 2, 2020.
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https://www.amazon.com/dp/B07YGZ4V5B/
https://aws.amazon.com/blogs/aws/aws-deepcomposer-now-generally-available-with-new-features/

Synthesizing Expressive Violin Performance (1ICAsSP 2022)

. Notes
Performance synthesis : —L :
Pitch Onset Duration Velocity
v } } }
n TTT1 rTT ] tele® o e Pitch Time Duration Velocity Linear]
P e e B e o e o o ] e embedding | | embedding | | embedding | | embedding B
O efe.> o2 "% Raw score . i j . 1
& =
V * Positional encoding 9 I’ur/ti/‘mur /L':I,m
l Alignment model Transformer Performer Tempo
e encoder embedding embedding
— —_— ——— T — . Pany [ |
— = Aligned score TTS-based model ¥
I I I Note embedding
l Synthesis model ' Alignment*
) Polyphonic mixer (onset & duration)
Note-wise I w
positional Q >
Mel spectrogram encoding |f'||'n I I
v
l Inversion model
Waveform

Example results

PEDolby UCSanDiego

Hao-Wen Dong, Cong Zhou, Taylor Berg-Kirkpatrick, and Julian McAuley, “Deep Performer: Score-to-Audio Music Performance Synthesis,” ICASSP, 2022.
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https://arxiv.org/pdf/2202.06034

Challenges & Opportunities

36



The Five Challenges

Representations

Multimodality

Usability

Personalization

Creativity

37



Challenge 1: Representations

How can we best represent music for machine learning?
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Music Generation - Four Paradigms

LTS

Symbolic music generation

Text-based Image-based

Program_change_o, A

Note_on_60, Time_shift_2, Note_off 60, SL_ e~ =

Note_on_60, Time_shift_2, Note_off 60, E —————————— o T

Note_on_76, Time_shift_2, Note_off 67, - - ———h

Note on_67, Time shift 2, Note off 67, Time "
MIDI Piano roll
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The Magic of Transformers - Self-attention Mechanism

A transformer is a

electricaldevicet// \\ fictioncharacter'

deep learning modelt family of genes'

—  — . — —

Uniform attention A transformer is a ?
Variable attention A transformer is a ?

Transformers learn what to attend to from big data!
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Visualizing Musical Self-attention (Huang et al., 2018)

(Each color represents an attention head)

First chord

(Source: Huang et al., 2018)

Cheng-Zhi Anna Huang, lan Simon, and Monica Dinculescu, “Music Transformer: Generating Music with Long-Term Structure,” Magenta Blog, December 13, 2018.
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Systematically Analyzing Musical Self-attention

» We proposed two new quantities for measuring mean relative attention

' ZXED Zs>t as’t(x) - g ZXED Zs>t 1

« The MMT model attends more to notes

that are 4N beats away in the past that. S &) [l I & octave Sbove
which forms a consonant interval

Positive and negative mean relative attention gain

Positive and negative mean relative attention gain
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Music Generation - Four Paradigms

LTS

Symbolic music generation

Text-based Image-based

Program_change_o, A

Note_on_60, Time_shift_2, Note_off 60, SL_ e~ =

Note_on_60, Time_shift_2, Note_off 60, E —————————— o T

Note_on_76, Time_shift_2, Note_off 67, - - ———h

Note on_67, Time shift 2, Note off 67, Time "
MIDI Piano roll
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Piano Roll Representation

Brightness represents the
MIDI velocity (dynamic)

A.PIANO 1
pitch
I
§
|
§

A 4

time (step) .

v

A time step is the
minimum note length
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Why Piano Rolls?

gitarren

pitch

e
\
Ry
\
\

1 2 3 45 6 7 8 9101112131415 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32
time (beat)

Many musical patterns like melodies, chords, scales and arpeggios
are translational invariant in the temporal and pitch axes
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MuseGAN (Dong et al., 2018)

Examples of
generated music

step0(A)  step 700 (B) step 2500 (C) step 6000 (D) step 7900 (E)

(Source: Dong et al., 2018)

Hao-Wen Dong, Wen-Yi Hsiao, Li-Chia Yang, and Yi-Hsuan Yang, “MuseGAN: Multi-track Sequential Generative Adversarial Networks for Symbolic Music Generation and
Accompaniment,” AAA/, 2018.
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Polyffusion (Min et al., 2023)

q(x¢lxp-1)

S I - & = eenEe— = Sy s —

Po(Xt_1lx¢)

(Source: Min et al., 2023)

polyffusion.github.io

Lejun Min, Junyan Jiang, Gus Xia, and Jingwei Zhao, “Polyffusion: A Diffusion Model for Polyphonic Score Generation with Internal and External Controls,” ISMIR, 2023.
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Example: Cascaded Diffusion Models (wang et al., 2024)

Level 2 Level 3 Level 4
P Reduced melody [ Lead melody
| — T T . L Accompaniment
" e J \- S - m——
Chord — e - S
— — - 1 F R e e = )
_—— - J - ] —_— —
Time (Step) Time (Step) Time (Step)

Ziyu Wang, Lejun Min, and Gus Xia, “Whole-Song Hierarchical Generation of Symbolic Music Using Cascaded Diffusion Models,” ICLR, 2024.

(Source: Wang et al., 2024)

wholesonggen.github.io
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Music Generation - Four Paradigms

Audio-domain music generation

Time series-based Image-based

PO i

Waveform Spectrogram

Frequency

Time
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Challenge 1: Representations

How can we best represent music for machine learning?
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Challenge 2: Multimodality

Can Al learn to create music by “listening to” music rather than “reading” music?

51



Human-inspired Machine Learning for Music & Audio

Learning from listening

Learning from watching

Learning from reading

2000,
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A Baseline through Music Transcription

* Apply a music transcript model to acquire symbolic music data from audio

 But can we directly learn to compose symbolic music through “listening
to music” and “practicing music,” just like how humans do?
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Multimodal Inputs for Generative Music Al

Text
\
A Image —
—  Video —
d

@ Emotion



Challenge 2: Multimodality

Can Al learn to create music by “listening to” music rather than “reading” music?
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Challenge 3: Usability

How can Al music tools be integrated into an artist’s creative workflow?
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WavJjourney: Compositional Audio Creation (Liu et al., 2023)

Large language models Pretramgd generative
(GPT-4) audio models

(MusicGen, AudioLDM, Bark)
Instructions > Audio Script > Audio

_-———T ==
______________
______________
___________
——————————————

Music Background 1 -30 Begin Dramatic orchestral news theme. Auto
Speech Foreground Host -15 Welcome to Mars News ... Auto
Music Background 1 End Auto
Speech Foreground Host -15 AL IEtS. SIS G Auto
on-site reporter ... I bl
Se:f":: Foreground -35 Transition swoosh. 1 n te ra Cta €
Sound . Background noise of busy IntermEdlate OUtpUtS
Background 2 -30 Begin . . . Auto
effect engineering office.
Speech Foreground Reporter -15 We're here at the headquarters of ...  Auto
Speech Foreground Director -15 Thank you, so it's a fantastic ... Auto
Speech Foreground Reporter -15 This is truly an impressive feat ... Auto

Xubo Liu, Zhongkai Zhu, Haohe Liu, Yi Yuan, Meng Cui, Qiushi Huang, Jinhua Liang, Yin Cao, Qiugiang Kong, Mark D. Plumbley, Wenwu Wanga, “Wavjourney: Compositional Audio
Creation with Large Language Models,” arXiv preprint arXiv:2307.14335, 2023. 57
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Integrating Generative Al into the Creative Workflow
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Integrating Generative Al into the Creative Workflow

| S0 | Lot | D Jomscr Vo Acton | CotetDescrpton__purstion

Music Background 1 -30 Begin Dramatic orchestral news theme. Auto
Speech Foreground Host -15 Welcome to Mars News ... Auto
Music Background 1 End

Now let's connect with our

Speech Foreground Host -15 on-site reporter ...

Se?f";r: Foreground -35 Transition swoosh.

S aciground 2
Speech Foreground Reporter -15 We're here at the headquarters of ...
Speech Foreground Director  -15 Thank you, so it's a fantastic ...
Speech Foreground Reporter -15 This is truly an impressive feat ...

review the fileson . [l and bring... Anew he_. |sothe. W.. |open the new.. Choo... And Pre_. | to social m.. Uset..

e e e e e R e R P e e B e Y P [Py
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Integration into professional creative workflow



RAVE: Real-time Audio Synthesis (Caillon & Esling, 2022)

youtu.be/jAIRfAnGgY|

Antoine Caillon and Philippe Esling, “RAVE: A variational autoencoder for fast and high-quality neural audio synthesis,” arXiv preprint arXiv:2111.05071, 2021.

60


https://arxiv.org/pdf/2111.05011
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Misusable Music Tools (Nao Tokui, 2023)

“Throughout history, music and technology have often intertwined, with
new technologies being misused by artists (turntables, etc)”
— Nao Tokui, 2024

“Al is more challenging to misuse because it lacks a physical entity and
operates as a black box.” — Nao Tokui, 2024

Nao Tokui, “Surfing human creativity with Al — A user's guide,” Lulu Press, 2023.
x.com/naotokui_en/status/1756180102344499338
Flintmi, CC BY 3.0, via Wikimedia Commons (Source: Flintmi via Wikimedia Commons) 61
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https://creativecommons.org/licenses/by/3.0
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Challenge 3: Usability

How can Al music tools be integrated into an artist’s creative workflow?
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Challenge 4. Personalization

How can we make “my personal Al music tools”?
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YACHT & Google Magenta

“The band first took all 82 songs from their
back catalog and isolated each part, from bass
lines to vocal melodies to drum rhythms; they
then took those isolated parts and broke them
up into four-bar loops. Then, they put those
loops into the machine learning model,
which put out new melodies based on their
old work. They did a similar process with
lyrics, using their old songs plus other
material they considered inspiring. The final
task was to pick lyrics and melodies that made
sense, and pair them together to make a song.”

YACHT, “YACHT — SCATTERHEAD (4K Lyric Video)”, YouTube, July 26, 2019.
Megan Friedman, “Behind Magenta, the tech that rocked I/0,” The Keyword, May 20, 2019.

Adam Roberts, “YACHT's new album is powered by ML + Artists”, Magenta Blog, September 13, 2019.

youtu.be/ yz8QYzcfxl



https://www.youtube.com/watch?v=_yz8QYzcfxI
https://blog.google/technology/ai/behind-magenta-tech-rocked-io/
https://magenta.tensorflow.org/chain-tripping
https://youtu.be/_yz8QYzcfxI

Ease of Personalization for Artists

* Through finetuning our own models
* Through finetuning with live inputs

» Python scripting vs friendly user interface

« Can we do bhetter?
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Overfitting vs Distortion

« Will overfitting be a new music expression, the “distortion” for Al music?

y - . dl
1 €oureur inPuT €= B

- Distortion
t nNS-1
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Personalized Text-to-Music Generation (Plitsis et al., 2024)

S* A disco song with a S*

A recording of a S* song
S* with a hip hop drum beat
accompaniment

S. in a cathedral S, in a jazz style

(Source: Plitsis et al., 2024)

Manos Plitsis, Theodoros Kouzelis, Georgios Paraskevopoulos, Vassilis Katsouros, and Yannis Panagakis, “Investigating Personalization Methods in Text to Music Generation,” /CASSP,

2024.
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Challenge 4. Personalization

How can we make “my personal Al music tools”?
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Challenge 5: Creativity

Can Al ever be creative? How can Al augment human creativity?
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The Curse of Machine Learning

* As the old saying goes, “Artificial intelligence is only as good as the data
it learns from.”

« Machine learning models are trained to approximate some distribution in
its formal formulation.

 This seems to contradict the idea of creativity that requires the ability to
extrapolate and think out of the box.

« Can Al ever be creative?
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Creative Adversarial Network (Elgammal et al., 2017)

"";\"":“ Train with art/not art labels and style class labels

Sample

Art/Not art

Art-style classification

10

Style Ambiguity

|:> Generated
Sample

Input vector z

Encourage the model to generate something
that cannot be classified into existing styles

Train with art/not art and style ambiguity loss

(Source: Elgammal et al., 2017)

Ahmed Elgammal, Bingchen Liu, Mohamed Elhoseiny, and Marian Mazzone, “CAN: Creative Adversarial Networks, Generating "Art" by Learning About Styles and Deviating from Style
Norms,” ICCC, 2017.


https://arxiv.org/pdf/1706.07068
https://arxiv.org/pdf/1706.07068

Creative Adversarial Network (Elgammal et al., 2017)

Example generated images Best samples

‘ I

;-w.
I ‘_‘ J‘

(Source: Elgammal et al., 2017)

Ahmed Elgammal, Bingchen Liu, Mohamed Elhoseiny, and Marian Mazzone, “CAN: Creative Adversarial Networks, Generating "Art" by Learning About Styles and Deviating from Style
Norms,” ICCC, 2017.
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How can Al Augment Human Creativity?

Teams

Lyrics

Melody
Harmony
Bassline
Percussion
Structure
Arrangement
Vocal Synthesis

Instr. synthesis

Legend

5 10 1
7
y

12 8 4 7 11 3 13

6 9

>

Al is helpful

/ Al can be helpful

Al is not so helpful

, 4

Human
content

Some human/
some Al

%

Al generated, human
curated content

Al generated
together (jointly)

(Source: Huang et al., 2020)

Part did
not exist

Al conditioned

eneration
pipeline)

Cheng-Zhi Anna Huang, Hendrik Vincent Koops, Ed Newton-Rex, Monica Dinculescu, and Carrie J. Cai, “Al Song Contest: Human-Al Co-Creation in Songwriting,” ISMIR, 2020.

73


https://arxiv.org/pdf/2010.05388

Creativity vs Art

Creativity is allowing yourself to make mistakes.

Art is knowing which ones to keep.
— Scott Adams
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Challenge 5: Creativity

Can Al ever be creative? How can Al augment human creativity?
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The Five Challenges

Representations Multimodality Usability Personalization Creativity

- Representations: How can we best represent music for machine learning?

- Multimodality: Can Al learn to create music by “listening to” music rather
than “reading” music?

 Usability: How can Al music tools be integrated into an artist's creative
workflow?

* Personalization: How can we make “my personal Al music tools"?

 Creativity: Can Al ever be creative? How can Al augment human creativity?
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Conclusion
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Music & Technology Co-evolves

Hildegard Dodel, Public domain, via Wikimedia Commons.
Taken at Hamamatsu Museum of Musical Instruments, August 2019.
yan, CC BY-SA 4.0, via Wikimedia Commons.
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I3

Music

Art challenges Technology

Augmenting Human Creativity
with Al

Technology inspires the Art

P

Al
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The Five Challenges

Representations

Multimodality

Usability

Personalization

Creativity
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Al Music @ Michigan

SCHOOL OF
MUSIC, THEATRE & DANCE

Hao-Wen Dong Julie Zhu

SCHOOL OF MUSIC, THEATRE & DANCE

PERFORMING ARTS TECHNOLOGY

UNIVERSITY OF MICHIGAN
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Generative Al for Music: Challenges & Opportunities

Nothing would have been possible without all my fantastic collaborators!
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