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~ Analytic Al vs Generative Al
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Generative Al for Visual Arts

Sony World
Photography Award in
Creative Open Category

First Prize in Digital arts
at Colorado State Fair
Fine Arts Competition
Intelligen

Magazine
Cover

only took 20
seconds fo make. \ >

(Source: Cosmopolitan)

(Source: CNN Business)

Gloria Liu, “The World's Smartest Artificial Intelligence Just Made Its First Magazine Cover,” Cosmopolitan, June 21, 2022.
Rachel Metz, “Al won an art contest, and artists are furious,” CNN Business, September 3, 2022. (Source: CNN)
Refik Anadol , “Refik Anadol on Al, Algorithms, and the Machine as Witness,” MoMA Magazine, December 20, 2022.

Lianne Kolirin, “Artist rejects photo prize after Al-generated image wins award,” CNN, April 18, 2023.



https://www.cosmopolitan.com/lifestyle/a40314356/dall-e-2-artificial-intelligence-cover/
https://www.cnn.com/2022/09/03/tech/ai-art-fair-winner-controversy
https://www.moma.org/magazine/articles/821
https://www.cnn.com/style/article/ai-photo-win-sony-scli-intl/index.html
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https://openai.com/index/sora/
https://openai.com/sora

Generative Al for Video Generation

Sora released in February 2024!
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Challenges in Generative Al for Content Generation

 New application domains may require new generative models

- Professionals need assistive tools that augment their creativity and
productivity in addition to fully automated tools

- Certain media require handling multimodal data streams at the same
time



Human-Centered Generative Al for Content Creation

Augmenting human creativity with machine learning

« Novel Generative Models for New Domains

- Multitrack music generation (AAAI 2018, ISMIR 2018, ISMIR 2020, ICASSP 2023, ISMIR 2024),
controllable music generation (AIMG 2024, arXiv 2024), documentary teaser
generation (arXiv 2024)

 Al-Assisted Tools for Content Creation
- Violin performance synthesis (ICASSP 2022, arXiv 2024), music instrumentation (ISMIR
2021), music arrangement (AAAl 2018), music harmonization (JNMR 2020)

« Multimodal Generative Models for Content Creation

- Queried sound separation (ICLR 2023), text-to-audio synthesis (WSS 2023, WASPAA
2023), text-to-music generation (ISMIR LBD 2024, arXiv 2024), documentary teaser
generation (arXiv 2024)
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Generating Music & Audio with Machine Learning
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Coevolution of Music & Technology

Hildegard Dodel, Public domain, via Wikimedia Commons.
Taken at Hamamatsu Museum of Musical Instruments, August 2019.
yan, CC BY-SA 4.0, via Wikimedia Commons.
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https://creativecommons.org/licenses/by-sa/4.0

(Source: Sankei Shimbun)

Music & Al

(Source: Yamaha)

(Source: Robot Gizmos)

yamaha.com/en/news_release/2018/18013101/
sankei.com/article/20240113-CQCOSQH|WFIYP|JKZDCITRTRVI/
roboticgizmos.com/shimon-musical-robot-deep-learning/
nbcdfw.com/entertainment/the-scene/how-verdigris-ensemble-is-using-ai-to-create-a-new-concert-experience/3366031/
Shlizerman et al., “Audio to Body Dynamics,” Proc. CVPR, 2018.

(Source: NBC DFW)

(Shlizerman et al., 2019)
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https://www.yamaha.com/en/news_release/2018/18013101/
https://www.sankei.com/article/20240113-CQCOSQHJWFIYPJJKZDCITRTRVI/
https://www.roboticgizmos.com/shimon-musical-robot-deep-learning/
https://www.nbcdfw.com/entertainment/the-scene/how-verdigris-ensemble-is-using-ai-to-create-a-new-concert-experience/3366031/
https://arxiv.org/abs/1712.09382

Generative Al for Content Creation

(Source: UploadVR)
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(Source: Daily Bruin) (Source: Wikimedia Commons)

Universitaetsmedizin, CC BY-SA 4.0, via Wikimedia Commons
uploadvr.com/iron-man-vr-breaks-free-from-cords-load-screens-on-quest-2/
descript.com/blog/article/what-is-the-best-audio-interface-for-recording-a-podcast
denverpost.com/2019/08/02/colorado-symphony-movie-scores-harry-potter-star-wars/
dailybruin.com/2023/08/04/theater-review-the-musical-les-misrables-offers-stellar-displays-and-impassioned-vocals



https://creativecommons.org/licenses/by-sa/4.0
https://www.uploadvr.com/iron-man-vr-breaks-free-from-cords-load-screens-on-quest-2/
https://www.descript.com/blog/article/what-is-the-best-audio-interface-for-recording-a-podcast
https://www.denverpost.com/2019/08/02/colorado-symphony-movie-scores-harry-potter-star-wars/
https://dailybruin.com/2023/08/04/theater-review-the-musical-les-misrables-offers-stellar-displays-and-impassioned-vocals

Part 1. Generating Music
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Music Generation - Four Paradigms

Symbolic music generation

f Text-based

Program_change_0,

\ MIDI

Note_on_60, Time_shift_2, Note_off 60,
Note_on_60, Time_shift_2, Note_off 60,
Note_on_76, Time_shift_2, Note_off 67,
Note_on_67, Time_shift_2, Note_off 67,

~

J

Pitch

Image-based

Piano roll

Audio-domain music generation

Time series-based

b -

Waveform

Image-based

- Time
Spectrogram
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Generating Text using Language Models

* Predicting the next word given the past sequence of words

Transformer (machine learning model) % 23 langusge
Article  Talk Read Edit View hi Taols v
/-(I‘ ransformer (gene) % Add languages
Article  Talk Read Edit View histo

Tools v Jessively on references to primary sources. Please improve this
ndary or tertiary sources.

Transformers (film series) 2, 26 languags

s e Y transformer is a

Part of a series on
From Wikipedia, the free encyclopedia Machine Iearnlmg
and data mining

From Wikipedia, the free encyclopedia books - schalar - JSTOR

Not to be confused with Transforr

P B — Transformers is a series of science fiction action films based on the Tra: Transformers Paradigms [show]
- Q- - franchise of the 1980s. 1% 2| Bay directed the first five live action films: Tﬂﬂqﬂlﬂlﬂlﬁ Problems [show]
Transfomer venge of the Fallen (2008), Dark of th tloon
Anternative splicing of the & ransformers (2007), Revenge of the Faller (2009), Dark of the Moon (2011), Age of T T
= —— served as a producer Logo used for the first three fims in the series | [Lizqa fication - regressian) . 0 M g
e | ——— electrical aevice Iction character
Transformer i 108 languageNCT 1 i 6 language Ny
Caple Jr. was is Knight (6) T
Article  Talk Read Edit Viewhistory Tools T LA
Coaley (8) View history  Tools | [show]

Based on

fehow]
From Wikipedia, the Iree encyclopedia T
Fide]
Distributed by~ Paramount P
This article s abaut the electrical device. For ather uses, see Transformer (disambiguation) ’ .
| of 5528 billion;  Releasedate  2007-present
" N . formers . .
Atransformer is a passive compenent that transfers elecirical energy from one electrical Dark of the Runningtime 1002 minutes (7 fims)
circuit to another gircuit, ar mulliple circuits. A varying current in any cail of the transformer Country United States EL ( ( p ( a rl I I l I g I I lo ( a I I I I y O g ( I l( S
produces a varying magnetic flux in the transformer's core, which induces a varying g

electiomotive force (EMF) across any other coils wound around tha same core. Electrical 2 ssues starting in 1993. Tha second

Fre 15 from 2002 o 2004 with Publisher Marvel Comics (1884-1994)
ultipke story continuities, until the R s

ird and fourth series have been (2002-2004)

series stariing with an issue #0 in DW Publishing (2005-2022)
in January 2008 to Movember 2018 S ST

h issus #1 and concluded in June (R0z3-prasenl

being praduced by IDW as wall.

anargy can be transferred between separate colls without a metallc (conductive)

cannection between the two circuits, Faraday’

law of induction, discovered in 1831,
deseribes the induced voltage eflect in any coil due to a changing magnetc flux encircled
by the cail,

Transformers are used la change AC voltage levels, such ransformers being termed step-
up or step-down type to increase or decrease voliage level, respeciively. Transformers can

also be used 1o provide galvanic isolation batween circuits as well as 1o couple stages of Abasic transformer consisting of &1

-processing circuils. Since the the first constant-poter nsfarme in two colls of capper Pee cs staring in June 2023, kicking off the Enargon Universe. In addilic

. .
tvpe of food musical instrument
1885, fransformers have become essential for the distribution, and utilization
of altemating current electric power. !l A wide range of transformer designs is encountered . |

elecironic and electric power applications. Transformers range in size from RF transformers less than a cubic cenfimeter in
i, 1o units weighing hundreds of tons used to intercannect the power grid stallation is

- — — O was the first to

open the ride.

The dark ride consists of motion platform-mounted vehicles which foliow a 2,000-foot-
long (610 m) track. Throughout the ride, screens up to 60 feet (18 m) high project 3D
images of various Transformers characters as the Ac

obots attempt to protect the




Generating Text using Language Models

- How do we generate a new sentence with a language model?

A transformer is a — | Model [ — deep

A transformer is a deep — | Model | — learning
A transformer is a deep learning — | Model | — model

A transformer is a deep learning model — | Model | — introduced
A transformer is a deep learning model introduced — | Model | — in

A transformer is a deep learning model introduced in  — | Model | — 2017
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Hao-Wen Dong Ke Chen Shlomo Dubnov Julian McAuley Taylor Berg-Kirkpatrick
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Designing a Machine-readable Music Language

« We represent a music piece as a sequence of “super words”

X = (Xq,...,X,)

 Each super word x; encodes:

_ rtype
X; = (x;"" ,x

osition itch i i
ibeat} xlp , xlp , xiduratwn) ximstrument)

Specify note & instrument information

- Start of song
— Structural Start of notes
L End of song
~ Instrument
Data | Note

2000,

2



An Example of the Proposed Representation

Structural events

er (0, ©, 0, 0, 0, 0) | Start of song|
§ o3 (1, o, o, ©, 0o, 15) | Instrument: accordion
B g SE==rr (1, o, 9, @, 0, 36)  Instrument: trombone Instrument events
g > o e e i e o (1, @, o, o, o, 39) | Instrument: brasses
5?35 ft ot (2, 6, 0, 0, 0, ©0) | Start of notes|
3% O O O O O (3, 1, 1, 41, 15, 36) Note: beat=1, position=1, pitch=E2, duration=48, instrument=trombone
© 24 (3, 1, 1, 65, 4, 39) Note: beat=1, position=1, pitch=E4, duration=12, instrument=brasses
é § SEET (3, 1, 1, 65, 17, 15)  Note: beat=1, position=1, pitch=E4, duration=72, instrument=accordion
g " gE o (3,1, 1,68, 4, 39) Note: beat=1, position=1, pitch=G4, duration=12, instrument=brasses
SE (3, 1, 1, 68, 17, 15) Note: beat=1, position=1, pitch=G4, duration=72, instrument=accordion Note
i ‘gng e (3, 1, 1, 73, 17, 15) | Note: beat=1, position=1, pitch=C5, duration=72, instrument=accordion events
g > = i o o o e (3, 1, 13, 68, 4, 39) Note: beat=1, position=13, pitch=G4, duration=12, instrument=brasses
& = SET=T 11 (3, 1, 13, 73, 4, 39) Note: beat=1, position=13, pitch=C5, duration=12, instrument=brasses
S > U O (3, 2, 1, 73, 12, 39) Note: beat=2, position=1, pitch=C5, duration=36, instrument=brasses
@ CTEEEI I (3, 2, 1, 77, 12, 39) Note: beat=2, position=1, pitch=E5, duration=36, instrument=brasses
Gl i i

12345678 ..
time (beat) [(4, 0, ©, ©, ©, ©) | End of song |




An Example of the Proposed Representation

S i (0, ©, 0, .0, 0, 0)|| Start of song
5 _ 2L ; (1, o, 9, #9, 9, 15)| Instrument: accordion
g g g‘g‘g——— """ = (1, 2, o, §9, 0, 36)| Instrument: trombone
g Cik . (1, 2, ©, B9, 09, 39)| Instrument: brasses

&1 EEE e (2, 6, 0,0, 0@, 0)|| Start of notes

Cg%:" i (3, 1, 1, @1, 15, 36)| Note: beat=1, position=1, pitch=E2, duration=48, instrument=trombone
v gg: i (3, 1, 1, B5, 4, 39)| Note: beat=1, position=1, pitch=E4, duration=12, instrument=brasses
é S Sk i (3, 1, 1, p5, 17, 15)| Note: beat=1, position=1, pitch=E4, duration=72, instrument=accordion
g = BT (3, 1, 1, B8, 4, 39)| Note: beat=1, position=1, pitch=G4, duration=12, instrument=brasses

S (3, 1, 1, B8, 17, 15)| Note: beat=1, position=1, pitch=G4, duration=72, instrument=accordion

b 3, 1, 1, §3, 17, 15 Note: beat=1, position=1, pitch=C5, duration=72, instrument=accordion
c C7 1 H
S ] i (3, 1, 13, B8, 4, 39)| Note: beat=1, position=13, pitch=G4, duration=12, instrument=brasses
3 5§ a7 = (3, 1, 13, W3, 4, 39)| Note: beat=1, position=13, pitch=C5, duration=12, instrument=brasses
w 5 CB . . . - .
el 3, 2, 1, §3, 12, 39)| Note: beat=2, position=1, pitch=C5, duration=36, instrument=brasses
© Cl
@ orrrr i 3, 2, 1,W7; 12, 39 Note: beat=2, position=1, pitch=E5, duration=36, instrument=brasses

E_% A 1 A i i A 1

12345678 i
time (beat) (4, 0o, 5 s, 0, )| End of song

23



Multitrack Music Transformer

» A decoder-only transformer model

* Predicts six fields at the same time

 Trained autoregressively

| Word-by-word |

xtype xbeat xposition xpitch xduration xinstrument

'
[ Embedding ][ Embedding ” Embedding ][ Embedding ][ Embedding ][ Embedding ]
| | | |

Positional encoding @—bea

4 g

A
Masked multi-head
self-attention

NXx fan
transformer WV
decoder block i
Feedforward l
fan)
\_ b J
v ' v v v
[ Dense ][ Dense ][ Dense ][ Dense ][ Dense ][ Dense ]
v v v
[ Softmax ][ Softmax ][ Softmax ][ Softmax ][ Softmax ][ Softmax ]
fti’pe fbiat fposition fpitch fdurttion finstrtment

24



Symbolic Orchestral Database (SOD)

5,743 orchestral pieces (357 hours in total)

« Contains various ensembles: choir, string quartet, symphony, etc.

25



' Example Results

Unconditional
generation

26



Three Sampling Modes

Unconditional generation Instrument-informed generation

(o, ) | Start of song

- 3 3 2
Input [, &, 8, 6, @, ©) |Start of song] @, o, @, @, o, 15) | Instrument: accordion
|nput (1, ¢, @, @, ©, 36) | Instrument: trombone
(1, o, ©, ©, @, 39) | Instrument: brasses
(2, 8, 0, 0, O, 0) | Start of notes

N-beat continuation

(01 > ] 3 3 ) Start of song
(1, 2, o, @, @, 15) | Instrument: accordion
(1, ¢, @, ©, @, 36) | Instrument: trombone
(1, o, ©, ©, @, 39) | Instrument: brasses
(2, &, o, @, @, 0) |Start of notes
(3, 1, 1, 41, 15, 36) Note: beat=1, position=1, pitch=E2, duration=48, instrument=trombone
InpUt (3, 1, 1, 65, 4, 39) Note: beat=1, position=1, pitch=E4, duration=12, instrument=brasses Onl ne e ds t 0
(3; 3, , 65, 17, 15) Note: beat=1, position=1, pitch=E4, duration=72, instrument=accordion y

1, I
15 X
I
(3, 1, 1, 68, 4, 39) Note: beat=1, position=1, pitch=G4, duration=12, instrument=brasses .
(3, 1, 1, 68, 17, 15) Note: beat=1, position=1, pitch=G4, duration=72, instrument=accordion tra I n ON E mOdeI!
(3, 1, 1, 73, 17, 15) Note: beat=1, position=1, pitch=C5, duration=72, instrument=accordion
(3, 1, 13, 68, 4, 39) Note: beat=1, position=13, pitch=G4, duration=12, instrument=brasses
(3, 1, 13, 73, 4, 39) Note: beat=1, position=13, pitch=C5, duration=12, instrument=brasses

!



Example Results

Unconditional Instrument-
generation informed generation

church-organ, viola,
contrabass, strings,
voices, horn, oboe

OttoPilot33, “Eine Kleine Nachtmusik - By My MIDI Virtual Orchestra.” https://youtu.be/_g8iCdY34jc

4-beat continuation

Mozart's
Eine kleine Nachtmusik

28


https://youtu.be/_g8iCdY34jc

The Magic of Transformers - Self-attention Mechanism

A transformer is a

electricaldevicet// \\ fictioncharacter'

deep learning modelt family of genes'

—  — . — —

Uniform attention A transformer is a ?
Variable attention A transformer is a ?

Transformers learn what to attend to from big data!

29



Visualizing Musical Self-attention (Huang et al., 2018)

(Each color represents an attention head)

—— - . — [ F SRTNIRIE 0 F P 000 0 0 0

— ----.-'.l-lll-l II =— - 1 --.-.-= = = : - - m —_ 1‘ N -.-....l.l.l= —_— __-Irlrl.-.l --_

- - ——— m mmmEm o - —— e o e R T = N .
: T e e en e — - L _- -------- — . 8 ¢ 2R R RO B B | L | -: _- — - HE N EEE N N BN NI EEENEm

— —_— — —----.-l-:: _- :__l.-.---_ -__-::::: _- - — — i o . |

(Source: Huang et al., 2018)

Huang et al., “Music Transformer: Generating Music with Long-Term Structure,” Magenta Blog, December 13, 2018.

30


https://magenta.tensorflow.org/music-transformer

Visualizing Musical Self-attention (Huang et al., 2018)

(Each color represents an attention head)

T e T e eSS,
SR S S ——

First chord “ : - > S --.A

(Source: Huang et al., 2018)

Can we go beyond case studies?

Huang et al., “Music Transformer: Generating Music with Long-Term Structure,” Magenta Blog, December 13, 2018.

31


https://magenta.tensorflow.org/music-transformer

Systematically Analyzing Musical Self-attention

« We proposed two new quantities for measuring mean relative attention

' 2 ixeD 2asst Gst(X) ) * D xep 2asst 1

« The MMT model attends more to notes

that are 4N beats away in the past that. e & el I & octave oo
which forms a consonant interval

Positive and negative mean relative attention gain

Positive and negative mean relative attention gain
same pitchx_ 4thx  »5th  ~8th (octave)

* * * * * * * * * .
14 1

- 2_
g 3] - g 31
'4'3'%4_ '.."5"24-
82 5- S &5
Z 61 [ | < 61
7 7
8 - 8 -

25 20 -15 -10 -5 0 5 10 15 20 25

40 36 -32 28 24 20 -16 -2 -8 -4 0 4
Beat difference

Pitch difference

~_~
[~
p—g
~
o
p—



\ Contributions

- State-of-the-art orchestral music generation model
 Presented the first systematic analysis of musical self-attention

* Showed that MMT learns a relative self-attention for beat and pitch

Multitrack Music Transformer Musical Self-attention Paper: arxiv.org/abs/2207.06983
Demo: salu133445.github.io/mmt/
S N S S ST I LI N Code: github.com/salu133445/mmt

33


https://arxiv.org/abs/2207.06983
https://salu133445.github.io/mmt/
https://github.com/salu133445/mmt

Part 2. Generating Audio

34



Types of Audio =

Speech Music

s._i Ay

(Source: Wikimedia Commons)

(Source: Wikimedia Commons)

BP) Media Inc, CC BY-SA 3.0, via Wikimedia Commons.
Vancouver Film SchoolRetouched version by User:Quenhitran., CC BY 2.0, via Wikimedia Commons.

The Blackbird Academy, CC BY-SA 2.0, via Wikimedia Commons.
One Man Films, “One Shot - WAR ACTION SHORT FILM,” YouTube, September 11, 2022.

Sound effects

-

~
-~

(Source: Wikimedia Commons)

35


https://creativecommons.org/licenses/by-sa/3.0
https://creativecommons.org/licenses/by/2.0
https://creativecommons.org/licenses/by-sa/2.0
https://youtu.be/tY9n2XMF5IQ

Music Generation - Four Paradigms

Symbolic music generation

Text-based

Program_change_o,

Note_on_60, Time_shift_2, Note_off 60,
Note_on_60, Time_shift_2, Note_off 60,
Note_on_76, Time_shift_2, Note_off 67,
Note_on_67, Time_shift_2, Note_off 67,

MIDI

Pitch

Image-based

Piano roll

Audio-domain music generation

Time series-based

b -

Waveform

~

Frequency

-

Image-based \

Spectrogram j

36



Frequency-domain Audio Synthesis

Spectrogram

Input

Synthesis model Inversion model
(vocoder)

Waveform

37



IEEE
WAS PA'A

2023

CLIPSonic: Text-to-Audio Synthesis with Unlabeled
Videos and Pretrained Language-Vision Models

Hao-Wen Dong'2* Xiaoyu Liu' Jordi Pons' Gautam Bhattacharya’
Santiago Pascual’ Joan Serra' Taylor Berg-Kirkpatrick? Julian McAuley?

' Dolby Laboratories 2 University of California San Diego

PADolby  UCSanDiego
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Learning Sounds from Observations

- Watching a dog barking, humans can associate the barking sound to the dog

-“'\lh. 7
' s / gl
. o .

UL « e -
AT /et !

— __—
'l .‘ ) What does the fox say?

39



Learning Sounds from Noisy Videos

« Watching a dog barking, humans can associate the barking sound to the dog

"y \
S o o
UL” Qe
AT /e
' ‘ — —
o o o_0O
% X

Can machines learn to synthesize sounds from watching noisyvideos?

URURU TV, “Excited Fox Noises - Fox Laughing and Squeaking,” YouTube, https://youtu.be/XiCdBFDfUTg, 2019.

40


https://youtu.be/XiCdBFDfUTg

Data

VGGSound
(Chen et al., 2020)

Hedge trimmer
running

Bird chirping,

Dog bow-wow tweeting

Noisy videos with diverse sounds
(172K videos, 310 classes)

Zhao et al., “The Sound of Pixels,” ECCV, 2018.
Chen et al., “WGGSound: A Large-Scale Audio-Visual Dataset,” /ICASSP, 2020.

MUSIC
(Zhao et al., 2018)

Violin Acoustic guitar Accordion

Music instrument playing videos
(1,055 videos, 21 instruments)

41


https://arxiv.org/abs/1804.03160
https://arxiv.org/abs/2004.14368

\ Training an Image-to-Audio Synthesis Model

« We start by training an image-to-audio synthesis model

CLIP-image

(pretrained; frozen)  Qimg

Input video

Diffusion model
(fort=T,..,1)




\ Training an Image-to-Audio Synthesis Model

« We start by training an image-to-audio synthesis model

( )
CLIP-image

(pretrained; frozen) | Qimg

Input video

Diffusion model
(fort=T,..,1)




CLIP (Contrastive Language-Image Pretraining)

( \ eimage
t
Image / ca
7Encoder
etey!
CLIP
image
edog
> Text
Encoder \
e Y, €dog

Radford et al., “Learning Transferable Visual Models From Natural Language Supervision,” ICML, 2021.

Make closer!

Make closer!

Learn a shared embedding space for images and texts via contrastive learning

Make farther!

44


https://arxiv.org/abs/2103.00020

Inference - Zero-shot Modality Transfer

« We switch to a pretrained CLIP-text encoder for text-to-sound synthesis

Image query CLIP-image

a7 (pretrained; frozen)

Training
Should be close!

Diffusion model

Zero-shot modality transfer (fort=T,..,1)
v
a photo of .
Inference train whistling Sea waves Playing Thunder
table tennis
Text query CLIP-text
(pretrained; frozen)
N N N
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Inference - Zero-shot Modality Transfer

« We switch to a pretrained CLIP-text encoder for text-to-sound synthesis

Table 2: Cosine similarities between various query embeddings.

Model Similarity computed VGGSound MUSIC
Image query CLIP-image : :
; } CLIPSonic-ZS Sim(Qteat s Qimg) 0.205 0.245
a7 (pretrained; frozen) :

Training

ShoIeeeeiice!  Huge modality gap!
\

Xt-1

Diffusion model

Zero-shot modality transfer (fort=T,..,1)

\4

a photo of

Inference train whistling

CLIP-text

(pretrained; frozen)

Text query
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Leveraging Diffusion Prior to Close the Modality Gap

» We adopt a pretrained diffusion prior model to reduce the modality gap

Image query CLIP-image

(pretrained; frozen)  Qimg

Training

Diffusion model

(fort=T,..,1)
a photo of .
Inference train whistling B
Text query CLIP-text | Qrex: Diffusion prior @img| Pretrainedon alarge text-image dataset
(pretrained; frozen)| (pretrained; frozen) ) (No text-audio pairs needed!)

Ramesh et al., “Hierarchical Text-Conditional Image Generation with CLIP Latents,” arXiv preprint arXiv:2204.06125, 2022. 47



https://arxiv.org/abs/2204.06125

Example Text-to-Audio Synthesis Results

Rapping Sea waves

Smoke detector beeping Playing table tennis

Thunder

Playing violin fiddle
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Example Image-to-Audio Synthesis Results (out-of-distribution)

(Then!) State-of-the-art image-to-audio synthesis performance!
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\ Contributions

* First text-to-audio synthesis model that requires no text-audio pairs
- Strong text-to-audio synthesis performance without text-audio data

* (Then!) State-of-the-art image-to-audio synthesis performance

-~

CLIP-text Diffusion prior

(pretrained: frozen) (pretrained; frozen)

a photo of
train whistling

\(c) Inference — CLIPSonic-PD (pretrained diffusion prior) Diffusion model )

Paper: arxiv.org/abs/2306.09635
Demo: salu133445.github.io/clipsonic

PEDolby UCSanDiego
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https://arxiv.org/abs/2306.09635
https://salu133445.github.io/clipsonic

Audio-visual
correspondence
in videos
Audio

~ Leveraging the Visual Domain as a Bridge

-

v
*,
e
]
“a,
Taa,
.....
ay
....
..............
an

Pretrained vision-
language models

(CLIP) a photo of train

M whistling

*

.
.
.
.
.
.
Y
.
.
e’
.t
.t
as
as®

Desired audio-text correspondence

No text-audio pairs required!

Scalable to large video datasets!
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CLIPSep: Text-queried Sound Separation

g Inference A
Zero-shot (text-queried) Query model

transfer s testibe [ cLip mogel b

k didgeridoo ) (pretrained; fixed)

5 Projection layer |  Query
’ | (k channels) vector 1 (q,)
Training Il , m Predicted

(image-queried) | — P8BS mask1 (i)

wed | Audio U-Net | i i -
Spectrogram ~ (kchannels)

( ) ~
Source 2 ( ‘ N .
[ ;l_ R § © ! Predicted
11— |_ \ o mask 2 (i7,)
JRNS D i Projection layer | Query

2 photo of (k channels) vector 2 (q,)

motorboat i CLIP model

speedboat

(test time) \(pretrained; fixed)

Query model

acceleration




CLIPSep: Text-queried Sound Separation

Query: “playing harpsichord"”
Mixture CLIPSep CLIPSep-NIT

oo ‘1’" bk, v
Ll -;é ﬁ““- e e g B'_‘.
P e et R A
R R STt Tk S AR et

Ground truth
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CLIPSep: Noise Removal <2

. ~ SONY UCSanDiego
Query: “playing bagpipe”

Mixture Prediction Noise head 1 Noise head 2
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Human-Centered Generative Al for Content Creation

Augmenting human creativity with machine learning

« Novel Generative Models for New Domains

- Multitrack music generation (AAAI 2018, ISMIR 2018, ISMIR 2020, ICASSP 2023, ISMIR 2024),
controllable music generation (AIMG 2024, arXiv 2024), documentary teaser
generation (arXiv 2024)

 Al-Assisted Tools for Content Creation
- Violin performance synthesis (ICASSP 2022, arXiv 2024), music instrumentation (ISMIR
2021), music arrangement (AAAl 2018), music harmonization (JNMR 2020)

« Multimodal Generative Models for Content Creation

- Queried sound separation (ICLR 2023), text-to-audio synthesis (WSS 2023, WASPAA
2023), text-to-music generation (ISMIR LBD 2024, arXiv 2024), documentary teaser
generation (arXiv 2024)
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Generating Multi-instrument Music using GANS (AAAI 2018)

Multitrack Piano Roll MuseGAN Generator
= -G
Drums ﬁ
] G
i
Strings |i_f.i—i—ieo T |5 oo oZ o uiTImiil.
Guitar e e
Piano - = _ o =] F AT K At B
. me LT T S s ACADEMIA SINICA

Hao-Wen Dong, Wen-Yi Hsiao, Li-Chia Yang, and Yi-Hsuan Yang, “MuseGAN: Multi-track Sequential Generative Adversarial Networks for Symbolic Music Generation and
Accompaniment,” AAA/, 2018. 56



https://arxiv.org/pdf/1709.06298
https://arxiv.org/pdf/1709.06298

MuseGAN Features in AWS DeepComposer (2020)

ﬂWS DeepComposer Models Train a model

Train a model

Generative algorithm info > e | | | G

MuseGAN U-Net —ese—
ALl m often used for complex music structures U-Net is the distinguishing
|
| MIOH MOCHLATION
512

= 32- key, ave keyboard

Input noise

T aws

L2
Choose a generative algorithm to train a model

4/,

|IIIIII‘|

AWS

amazon.com/dp/B07YGZ4V5B/
Julien Simon, “AWS DeepComposer - Now Generally Available With New Features,” AWS News Blog, April 2, 2020.



https://www.amazon.com/dp/B07YGZ4V5B/

Synthesizing Natural Music Performance (ICASSP 2022)

Multitrack piano roll

A | B L In ‘ID. — I‘kkFlﬁ;lﬂf‘_?.\I I ]
e h—————— L
5 SISy l;f = Raw score

l Alignment model

Aligned score

l Synthesis model

Mel spectrogram

l Inversion model

Waveform

Example results

TTS-based model ¢

Notes
|
[ I I I
Pitch Onset Duration Velocity

4 ¥
Pitch Time Duration Velocity Finearlove
embedding embedding embedding embedding i
L | | | |
Positional encoding 9 Performer Tempo

4 )

Transformer Performer Tempo
encoder bedding bedding

I l I Note embedding

— Alignment*
Polyphonic mixer (onset & duration)

ote-wise
positional Q)—’ I k r
encoding rI I I

l I I I l Frame embedding
O—D

ccccc

PE&Dolby UCSanDiego

Hao-Wen Dong, Cong Zhou, Taylor Berg-Kirkpatrick, and Julian McAuley, “Deep Performer: Score-to-Audio Music Performance Synthesis,” ICASSP, 2022. 58



https://arxiv.org/pdf/2202.06034

Automatic Instrumentation (ISMIR 2021)

Training

Multitrack

=
dataset —
} WK . —
Multitrack G/é}/,f}//‘& 1 N
=: =: ==z ==z - I Part Separation
=== === Model

A

Hao-Wen Dong, Chris Donahue, Taylor Berg-Kirkpatrick and Julian McAuley, “Towards Automatic Instrumentation by Learning to Separate Parts in Symbolic Multitrack Music,”
ISMIR, 2021.

I ——— Voo
e [T ] i o’

\
|
|
|
|
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Teaser Generation (arXiv 2024)

Data

Teaser Body Content —
(Avg. 31.3 min)

. - B )

0:55 0:56 1:00 1:61 1:02

(Avg. 1.3 min)

~— scene change ~— scene change
- s

0:45 0:46 0:47 0:48 0:49 0:50

But will the Benobo's share Zoologists Barbara Fruth from
their secrets with us humans? the university of Munich in

Kinshasa ... [truncated]

Narration-video matching model

Frame Index
o 500 1000 1500 2000 2500

Body content ————=2 Optimal
1000 | threshold
Pretrained §10 e
— | vision-language | — :
model ’

Optimal

‘t /_/
The air buzzed with excitement B | > threshold
as John and Maria unearthed a i
nearly 10-foot-tall abandoned /=

sphinx statue at one of Egypt's
largest archaeological sites.

Selected
video clips

‘ 1, Ll . Y . Y Duke Iir UCSanDiego

[;e;ired Ienét‘h Desired length URIVERS ITY
Synthesized narration UNIVERSITY OF MICHIGAN




Future Directions

61



Human-Centered Generative Al for Content Creation

Augmenting human creativity with machine learning

- Multimodal generative Al for content creation

« Human-Al co-creative tools for music, audio and video creation

 Human-like machine leaning algorithms for music, movies and arts
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Structural Multimodal Generative Al

Generate an audio in Science Fiction
theme: Mars News reporting that Humans
send light-speed probe to Alpha Centaury.,
Start with news anchor, followed by a reporter
interviewing a chief engineer from an

organization that built this probe, founded by
United Earth and Mars Government, and end with

the news anchor again.

Welcome to Mars news.

Script GPT-4
Music MusicGen
Narration Bark
Sound effects  AudioLDM

63

Liu et al., “Wav]ourney: Compositional Audio Creation with Large Language Models,” arXiv preprint arXiv:2307.14335, 2023.



https://arxiv.org/abs/2307.14335
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Controllable Generative Al

Large language models

(GPT-4)

Instructions

D T

Mu5|c Background
Speech Foreground

Music Background
Speech Foreground

Sound
effect
Sound
effect

Foreground
Background
Speech Foreground
Speech Foreground

Speech Foreground

Host

Host

Reporter
Director

Reporter

Audio Script

-30
-15

-15

-15

-15

-15

Pretrained generative

audio models
(MusicGen, AudioLDM, Bark)

> Audio

Begin Dramatic orchestral news theme.

Welcome to Mars News ...

End
Now let's connect with our
on-site reporter ...
Transition swoosh.
el Background noise of busy

engineering office.

We're here at the headquarters of ...

Thank you, so it's a fantastic ...

This is truly an impressive feat ...

Liu et al., “Wav]ourney: Compositional Audio Creation with Large Language Models,” arXiv preprint arXiv:2307.14335, 2023.

Auto
Auto
Auto

Auto

1

Auto

Auto

Auto

Auto

Interactable
intermediate outputs
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Controllable Generative Al

| S0 | Lot | D Jomscr Vo Acton | CotetDescrpton__purstion

Music Background 1 -30 Begin Dramatic orchestral news theme. Auto
Speech Foreground Host -15 Welcome to Mars News ... Auto
Music Background 1 End
Speech Foreground Host -15 Now Ie“? connect with our
on-site reporter ...

Sound -

effect Foreground -35 Transition swoosh.

Sound . Background noise of busy

effect Background - 2 -30  Begin engineering office.
Speech Foreground Reporter -15 We're here at the headquarters of ...

Speech Foreground Director  -15 Thank you, so it's a fantastic ...

Speech Foreground Reporter -15 This is truly an impressive feat ...

e N O I 2 o s e e R e A e T P G =
oo B | w L | ® cal - ovo] | & comeml W vessss] [ [ [ M wel]
N Il -
F P

| -

e L e e et




Controllable Generative Al

| S0 | Lot | D Jomscr Vo Acton | CotetDescrpton__purstion

Music Background 1 -30 Begin Dramatic orchestral news theme. Auto
Speech Foreground Host -15 Welcome to Mars News ... Auto
Music Background 1 End

Now let's connect with our

Speech Foreground Host -15 on-site reporter ...

Se?ff: Foreground -35 Transition swoosh.

S aciground 2
Speech Foreground Reporter -15 We're here at the headquarters of ...
Speech Foreground Director  -15 Thank you, so it's a fantastic ...
Speech Foreground Reporter -15 This is truly an impressive feat ...

review the fileson . [l and bring... Anew he_. |sothe. W.. |open the new.. Choo... And Pre_. | to social m.. Uset..

e e A e W I I
Q_I:l;llllﬂfmfu:EIfll:l_IH | - Evol | & Conent | W Mesteds] DTN
; 1LF wolll |, @ BN -

Integration into professional creative workflow



Human-Centered Generative Al for Content Creation

Augmenting human creativity with machine learning

- Multimodal generative Al for content creation

« Human-Al co-creative tools for music, audio and video creation

 Human-like machine leaning algorithms for music, movies and arts
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Human-Centered Generative Al for Content Creation

Augmenting human creativity with machine learning

UNIVERSITY OF MICHIGAN

UCSanDiego ()7 *7 %% pqDolby SONY amazon

Q¥ ACADEMIA SINICA N—
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