
Video-Guided Text-to-Music Generation

Using Public Domain Movie Collections

Haven Kim 1, Zachary Novack 1, Weihan Xu 2, Julian McAuley 1, Hao-Wen Dong 3

1 University of California San Diego 2 Duke University 3 University of Michigan


Scan Me!

Acronyms

S, M: Small, Medium

Base: MusicGen

Text: Fine-tuned with text

Multi: Fine-tuned with 
text and video

Evaluation Results

Dataset Construction Methodology

TL;DR
We made a music-video dataset from public domain or 
CC-licensed films (OSSL) and built a music generation 
model upon it. It is easy to download! Scan the QR code 
for details!


Open Screen Soundtrack Library

(OSSL)

A dataset consisting of movie clips from public 
domain films paired with high-quality separately 
downloaded soundtracks

Human-annotated mood information. 

Self-hosted (i.e., without requiring separate 
download)

Along with two separate evaluation datasets!


OES-Pub: from public domain films

OES-Com: from commercial films

Download public domain movies and 
soundtracks separately

Source-separate movie audio into music 
and other elements

Verify the presence of musical content 
using an event detection algorithm

Match movie clips with their corresponding 
soundtracks with chroma similarity

Human inspection

Mood annotation by Humans based on 
Russell’s 4Q.

Extending MusicGen with a Video 
Adapter

Our video adapter applies cross-attention to linearly 
transformed video embeddings, scaled by a trainable 
parameter α, and integrates it into the MusicGen’s 
original cross-attention mechanism. 

We evaluate the models using FAD, Precision, Recall, cosine similarity between audio embeddings, KL Divergence using a 
audio classifier, as well as subjective evaluations based on mood, genre, and quality.


